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RESUMO

O reconhecimento de voz é uma forma de acessibilidade utilizada para executar tarefas com
as maos e os olhos livres em aparelhos eletrénicos, e isso é vantajoso independentemente do tipo de
usuario. Atualmente, o reconhecimento de voz é realizado por meio de APIs que apresentam algumas
limitacGes: (i) dependem de conexdo com a internet; e (ii) muitas vezes sdo softwares proprietarios,
ou seja, ha um custo para a aquisicdo de licencas de uso. Visando a solucdo desses problemas, o
presente trabalho prop6s o desenvolvimento do reconhecimento off-line de voz continuo do portugués
brasileiro para dispositivos moveis com Android. Inicialmente, realizou-se uma revisao sistematica
da literatura, no qual identificou as técnicas mais utilizadas no reconhecimento de voz continuo,
obtendo o estado da arte da pesquisa. Durante a leitura completa dos artigos selecionados na reviséo,
percebeu-se 0 uso de bibliotecas para facilitar aimplementagéo, tais como CMUSphinx, HTK e Kaldi.
Para cada biblioteca foram criados 10 arquivos de configuracfes de treinamento, e as configuracbes
que obtiveram as melhores métricas de avaliacdo (WER e SER) foram implementadas na versdo
desktop. Para o treinamento e testes, utilizou-se os corpora de voz do grupo FalaBrasil. A versdo
desktop foi responsavel por realizar a analise de desempenho das bibliotecas em um computador
desktop, isto €, foram verificados os percentuais de uso do processador e da memoria. A biblioteca
Kaldi obteve o melhor resultado da analise de desempenho, entretanto ndo foi possivel implementa-
la no aplicativo movel devido a restricbes de permissionamento. Por isso, utilizou-se a biblioteca
CMUSphinx que apresentou resultados semelhantes ao Kaldi. Esse aplicativo movel foi testado em
11 dispositivos, com diferentes versdes do Android e configuragdes de hardware. Nos testes foram
capturadas informacgfes sobre o uso do processador, da memoria e da bateria do dispositivo,
realizando assim a analise de desempenho, que comprovou que o reconhecimento de voz continuo
pode ser executado com éxito em dispositivos moveis. O WER obtido pelo aplicativo foi de 9,6% no
corpus de voz com varios locutores e 3,2% no corpus com apenas um locutor. Algumas sugestoes de
trabalhos futuros sdo apresentadas, entre elas a criagdo de um corpus de voz de varios locutores com
maior duragdo, implementacdo da biblioteca Kaldi em dispositivos mdveis, reducdo do custo
computacional exigido pelas RNAs para serem utilizadas nos dispositivos moveis, testes em



dispositivos moveis com 10S, comparacao dos resultados desse trabalho com o das APIs e testes em
sistemas embarcados.
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ABSTRACT

Voice recognition is a form of accessibility used to execute tasks leaving hands and eyes free
in electronic devices, which is advantageous no matter the kind of user. Currently, voice recognition
is performed through APIs that present some limitations: (i) depend on an Internet connection; and
(ii) are often proprietary software, i.e. have a license that must be purchased to enable its usage.
Aiming to solve these problems, this work proposed the development of an offline continuous voice
recognition for the Brazilian Portuguese language for mobile devices running Android. Initially, a
systematic review of the literature was performed, which identified the most frequently used
techniques for offline voice recognition, obtaining the state of the art in the field. During the
examination of the papers selected in the literature review, a frequent usage of libraries such as
CMUSphinx, HTK and Kaldi was noticed. For each of these libraries, 10 training configuration files
were created, and the settings that obtained the best values for the WER and SER evaluation metrics
were implemented in a desktop version. For the training and validation steps, voice corpora from the
FalaBrasil group were used. The desktop version was responsible for running a performance
comparison between the libraries in a desktop computer, i.e. the usage ratios of the CPU and RAM
were verified. The Kaldi library obtained the best result in the performance comparison; however, the
library could not be implemented in the mobile application due to permission restrictions. For this
reason, the CMUSphinx library was used, which presented results similar to Kaldi. The mobile
application was tested in 11 devices, with differing versions of Android and hardware specifications.
In the tests, information about CPU, RAM and battery usage were captured, thus achieving a
performance analysis, which demonstrated that continuous voice recognition can be performed
successfully in mobile devices. The mobile application obtained a WER of 9.6% in the voice corpus
with multiple speakers and 3.2% in the corpus with a single speaker. A few suggestions for future
research are presented, such as developing a voice corpus with multiple speakers with a longer
duration, implementing the Kaldi library in mobile devices, reducing the computational resources
demanded by the ANNSs in mobile devices, testing in mobile devices running iOS, comparing the
results of this work with proprietary APIs and testing with embedded systems.
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1 INTRODUCAO

Desde o surgimento dos computadores, pesquisadores buscam formas de tornar os sistemas
computacionais mais inteligentes. Uma dessas formas é a compreensdo da fala, que tem como
objetivo fazer com que as maquinas sejam capazes de entender e se comunicar em linguagem natural.
Para compreender a fala computacionalmente, é necessario converter a linguagem falada em texto;
esse processo € chamado de reconhecimento de voz (ALENCAR, 2005; SILVA, 2010).

Para Yu e Deng, (2015), o reconhecimento de voz é uma importante tecnologia para melhorar
a IHC (Interacdo Homem-Computador), visto que a voz é uma caracteristica humana que a maioria
das pessoas possui. De acordo com Benyon (2011), a IHC é responsavel por garantir que os sistemas
sejam faceis de usar e de aprender, ou seja, utiliza métodos, diretrizes, principios e padrbes focados

na melhora da usabilidade do sistema.

O reconhecimento de voz pode ser classificado em dois tipos: (i) palavras isoladas, que
necessita que as sentengas sejam pronunciadas com pausas entre cada palavra, por isso séo utilizados
em sistemas simples e com vocabulario pequeno, tais como, sistemas de comando e controle por voz;
e (ii) continuo, tem como objetivo tornar a comunicacao mais eficaz para os seres humanos, visto que
reconhecem sentencgas pronunciadas de forma natural, isto é, sem a necessidade de pausas entre as
palavras (ALENCAR, 2005; HUANG; DENG, 2010; SILVA, 2010).

No contexto dos tipos de reconhecimento, este trabalho realiza o reconhecimento do tipo
continuo, que é mais complexo se comparado com o de palavras isoladas, pois deve ser capaz de lidar
com todas as caracteristicas e vicios de linguagem da fala. Além disso, muitas palavras podem ser
substituidas ou ndo identificadas, pois nesse tipo de reconhecimento ndo ha informacdo de onde
comecgam e terminam determinadas palavras ou fonemas (ALENCAR, 2005; JURAFSKY’; MARTIN,
2008; RUSSELL; NORVIG, 2004; SILVA, 2010; TEVAH, 2006).

Atualmente, as APIs (Application Programming Interface, em portugués: interface de
programacéo de aplicacdo) Web Speech, Java Speech, Google Cloud Speech, Bing Speech, dentre
outras, facilitam a implementagdo do reconhecimento de voz continuo do portugués brasileiro em
softwares e aplicagbes. Uma API permite que aplicacbes possam apenas requisitar servigos de
programacéo, isto €, ndo é necessario se envolver com os detalhes de implementacdo (DEBATIN;
HAENDCHEN FILHO; DAZZI, 2017; DEBATIN; HAENDCHEN FILHO; DAZZI, 2018; PERICO;
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SHINOHARA; SARMENTO, 2014). Em outras palavras, as APIs para reconhecimento de voz
recebem o audio por meio de uma requisicdo, realizam o processamento do reconhecimento em
servidores disponiveis na internet, e retornam o que foi falado no audio em formato de texto.
Entretanto, as APIs atualmente disponibilizadas ndo podem ser empregadas em qualquer tipo de

aplicacdo, pois apresentam algumas limitagdes, que serdo descritas na segéo 1.1.

O termo off-line embora caracterize uma abordagem antiga, visto que atualmente a sociedade
encontra-se na era da computacdo em nuvem, apresenta algumas vantagens: (i) ndo sofrem de
problemas relacionados a laténcia e a largura de banda, pois 0s servicos em nuvem Sao
disponibilizados por servidores remotos; (ii) ndo apresentam problemas relacionados ao
compartilhamento do mesmo servidor, visto que os servi¢os de nuvem atendem a varios clientes, e se
as requisicdes de um usuario comprometer o servidor, também podera comprometer aplicativos de
outros usuarios; e (iii) ndo apresentam problemas de seguranca, conformidade e regulamentares, pois

os dados na nuvem podem ser acessiveis a terceiros (GROSSMAN, 2009).

Para implementar o reconhecimento de voz é necessario conhecer algumas de suas
propriedades fundamentais, tais como: (i) as caracteristicas do sinal da voz, que sdo as diversas
informacdes sobre o locutor presentes no sinal de audio; (ii) as formas para extracao de caracteristicas
do &udio e para a decodificacdo, que sdo utilizados para gerar a melhor sequéncia textual a partir do
sinal de dudio de entrada; e (iii) as métricas de avaliacdo, que sdo utilizadas para medir o desempenho
do reconhecimento de voz. Além disso, com 0s avancos tecnolégicos aumentou o interesse no
desenvolvimento do reconhecimento de voz utilizando técnicas de aprendizagem profunda, tais como
DNN (Deep Neural Network, em portugués: rede neural profunda) (DAHL et al., 2012; FERREIRA;
SOUZA, 2017; SAMPAIO NETO, 2011; SILVA, 2010; VEIGA, 2013).

A etapa de decodificacdo manipula os modelos, acustico e de linguagem, para gerar a melhor
sequéncia textual a partir das propriedades acuUsticas extraidas do audio, independentemente do
idioma a ser utilizado, entretanto é necessario possuir um corpus® de voz e de texto. Nesse trabalho,

desenvolveu-se uma ferramenta para criacdo dos modelos acusticos do portugués brasileiro utilizando

! Corpus é um conjunto de documentos ou dados sobre determinado assunto (BAUER; AARTS, 2013).
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os corpora de voz do grupo de pesquisa FalaBrasil?> (FERREIRA; SOUZA, 2017; SILVA, 2010;
VEIGA, 2013).

Dentro desse contexto, esse trabalho identificou e selecionou as principais técnicas que foram
utilizadas na implementacdo do reconhecimento de voz continuo. Na implementacédo utilizou-se as
bibliotecas CMUSphinx, HTK (Hidden Markov Models Toolkit, em portugués: kit de ferramentas dos
modelos ocultos de Markov) e Kaldi, porém cada biblioteca possui arquivos de configuracdo que
podem ser editados, por isso realizou-se um estudo comparativo para encontrar a configuracdo com
o melhor custo-beneficio entre desempenho e precisdo da taxa WER (Word Error Rate, em portugués:
taxa de erro de palavras). Por fim, esse trabalho também comparou o processamento e uso de memdria
das bibliotecas em um computador desktop, e em seguida, implementou a que obteve os melhores

resultados em um aplicativo Android para testar seu desempenho em diversos dispositivos moveis.

1.1 PROBLEMA DE PESQUISA

A primeira limitacdo que as APIs existentes apresentam é que nenhuma delas realiza o
reconhecimento em modo off-line, ou seja, é necessario que o usuério esteja conectado a internet.
Essa limitacdo € uma barreira no Brasil, pois aproximadamente 36% da populacdo, com idade acima
de 10 anos, ndo esta conectada a internet. Isso afeta diversas pessoas que possuem capacidades
limitadas e moram em localidades sem internet, uma vez que o reconhecimento de voz é um
importante meio de acessibilidade. Além disso, também afeta empresas que possuem, em seus
aplicativos moveis, o reconhecimento de voz via APIs, visto que em muitos casos ndo é possivel
distribuir o sinal wireless por toda a empresa, ou a empresa nao oferece um dispositivo mével com
acesso a internet para o seu funcionario por motivos de confianca (DEBATIN; HAENDCHEN
FILHO; DAZZI, 2018; IBGE, 2016).

Para que esse reconhecimento seja executado em modo off-line, é necessario realizar o
processamento do reconhecimento de voz no préprio dispositivo moével. Segundo Alencar (2005), o

reconhecimento de voz apresenta uma alta complexidade computacional e requer uma grande

2 Grupo do Laboratdrio de Processamento de Sinais (LaPS), da Universidade Federal do Pard, cujo o objetivo é a
criacdo e disponibilizacdo de ferramentas e recursos para reconhecimento de voz em portugués brasileiro.
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quantidade de memoria, e isso € uma limitacdo, dado que muitos smartphones e tablets possuem

recursos de hardware limitados.

Outra limitacdo, € que as APIs sdo softwares proprietarios, e em muitos casos o valor pago
pela licenca de uso se torna alto, visto que depende diretamente da quantidade de requisi¢fes que a
APl realiza. Essa limitacdo também afeta as empresas, pois é fundamental que 0 mesmo seja gratuito,
devido ao grande numero de requisi¢des que é necessario (DEBATIN; HAENDCHEN FILHO;
DAZZI, 2018).

Para solucionar os problemas dessa pesquisa foram levantadas as seguintes perguntas de

pesquisa:

1. As técnicas atualmente utilizadas no reconhecimento de voz continuo para extracdo de
caracteristicas do audio e para implementacdo dos modelos, acUstico e de linguagem,

funcionam corretamente ao serem aplicadas em dispositivos méveis?

2. Além de funcionar corretamente, é possivel que a solu¢do desenvolvida também tenha um

WER menor que 14% para o portugués brasileiro?

O valor méaximo de 14% do WER ¢é proveniente do Capitulo 3, no qual o WER médio dos
trabalhos selecionados na revisao sistematica da literatura foi de 14,01% para uma grande variedade

de idiomas.

1.1.1 Solucao Proposta

Nesse trabalho é apresentado uma solucéo para as limitacdes das APIs de reconhecimento de
voz existentes no mercado, isto é, realizando o reconhecimento de voz continuo de modo off-line e
gratuito. Desta forma, foram adaptadas para o portugués brasileiro as técnicas de extracdo de
caracteristicas do audio e de implementacdo dos modelos, acustico e de linguagem, selecionadas por
meio de uma revisdo sistematica da literatura. Visto que o reconhecimento desenvolvido é executado
em dispositivos moveis, é necessario que 0 mesmo apresente um bom desempenho, por isso foram
identificadas: (i) as configuragdes das bibliotecas que apresentam os melhores resultados; e (ii) a
biblioteca que apresenta 0 melhor desempenho em um computador desktop. Essa solu¢do procura
comprovar as hipdteses para cada pergunta de pesquisa, apresentadas no Quadro 1.
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Quadro 1 - Hipdteses de pesquisa para cada pergunta

Pergunta | Hipdtese nula (Ho) Hipdtese alternativa (H1)
Primeira | As técnicas utilizadas ndo podem ser Pelo menos um modelo de dispositivo
aplicadas em nenhum modelo de maovel possui recursos computacionais

dispositivo movel, pois ndo ha recursos  |suficientes.
computacionais suficientes.
Segunda | Com as técnicas que funcionam Com as técnicas que funcionam
corretamente nos dispositivos moveis, ndo |corretamente nos dispositivos maéveis, é

é possivel ter um WER menor que 14%  |possivel ter um WER menor que 14% para
para o portugués brasileiro. 0 portugués brasileiro.

1.1.2 Delimitacao de Escopo

Para Gordillo (2013), uma das principais dificuldades do reconhecimento de voz é delimitar
as caracteristicas do reconhecimento de acordo com a necessidade da aplicacdo. Essas caracteristicas

aumentam ou diminuem a complexidade.

O reconhecimento de voz desenvolvido nesse trabalho possui as seguintes delimitagGes: (i)
tipo continuo; (ii) para o portugués brasileiro; e (iii) executado em modo off-line em dispositivos

maoveis com o sistema operacional Android.

O treinamento dos modelos acustico e de linguagem das bibliotecas foram realizados em
computadores desktop, pois 0S mesmos possuem maiores recursos de hardware. Para cada
configuracdo de biblioteca foi realizado um treinamento a fim de encontrar a que apresente o melhor

custo-beneficio entre o valor da taxa WER e o desempenho exigido.

Esse projeto possuira duas versdes para testes: (i) desktop, que foi utilizada para testar o
desempenho das bibliotecas em um computador desktop, com o objetivo de selecionar a biblioteca
que apresente os melhores resultados para ser implementada nos dispositivos moveis; e (ii) movel,
que foi utilizada para testar o desempenho da biblioteca selecionada em diversos dispositivos méveis

com Android.

O treinamento e os testes foram realizados utilizando dois corpora de voz com: (i) apenas um
locutor e com um vocabulario de 5.327 palavras; e (ii) varios locutores e com um vocabulario de
2.730 palavras. Ambos descobertos por meio do website do grupo FalaBrasil. Além disso, o
reconhecimento desenvolvido é de vocabulario restrito, pois reconhece apenas as palavras que estdo

presentes nos corpora de voz.
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1.1.3 Justificativa

O aumento do uso de interfaces adaptativas utilizando reconhecimento de voz, deve-se ao fato
de que a fala é a forma mais natural de interacdo, pois torna-se mais rapido o uso e 0 acesso as

informacdes nos softwares e aplicacdes (HEARST, 2011).

Os avancos nas técnicas de reconhecimento de voz viabilizaram o uso dessa tecnologia em
diversas aplicagcfes, sobretudo em dispositivos mdveis. Embora muitas tarefas sejam melhor
resolvidas com interfaces visuais (teclado, mouse, entre outros), a voz tem o potencial de ser uma
interface mais natural, visto que pode proporcionar interacdo mesmo se 0 usuario estiver com as maos
e olhos ocupados ou se o usuario possuir capacidades limitadas, ou seja, € vantajosa
independentemente do tipo de usurio, exceto para pessoas com afonia ou disfemia (JURAFSKY;
MARTIN, 2008; SILVA, 2010; VEIGA, 2013; YU; DENG, 2015).

No Brasil, o decreto nimero 5.296 apresenta diretrizes de acessibilidade que, segundo a Casa
Civil (2004), estabelece que todos os dispositivos devem oferecer recursos que exijam menor esfor¢o

fisico e mental, minimizando sua desorientacdo ou sobrecarga cognitiva.

Em ambientes comerciais e industriais, além da dificuldade em distribuir o sinal wireless por
toda a empresa, 0 uso da internet e da tecnologia mével durante o horario de trabalho para fins
pessoais € um grande problema. Além de perdas financeiras resultantes da reducéo da produtividade
dos trabalhadores, isso também ameaca a seguranca da rede e reduz a largura de banda organizacional.
Por isso, se faz necessario desenvolver funcdes e aplicativos corporativos de modo off-line (VITAK;
CROUSE; LAROSE, 2011).

Nesse contexto, e considerando as limitacGes das APIs de reconhecimento de voz, que
essencialmente dependem da internet e, com sua tendéncia de manter-se indisponivel de forma

gratuita, € Gtil dispor desse recurso em modo off-line em dispositivos moveis.

1.2 OBJETIVOS

1.2.1 Objetivo Geral

Desenvolver o reconhecimento off-line de voz continuo do portugués brasileiro e analisar o

seu processamento e uso de memoria em dispositivos moveis.
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1.2.2 Objetivos Especificos

1. Identificar e selecionar, por meio de uma revisao sistematica da literatura, as principais
técnicas que sdo utilizadas na extracdo de caracteristicas do dudio e na implementacéo dos

modelos, acustico e de linguagem, do reconhecimento de voz continuo;

2. Testar diversos valores dos parametros de configuracdo de treinamento das bibliotecas

para obter o melhor custo-beneficio entre desempenho e precisao;
3. Verificar o WER para o portugués brasileiro do reconhecimento off-line de voz continuo;

4. Medir o processamento e uso de memaria do reconhecimento off-line de voz continuo em

diversos dispositivos mdveis com o sistema operacional Android.

1.3 METODOLOGIA

1.3.1 Metodologia da Pesquisa

Nesse projeto é aplicada a metodologia hipotético-dedutiva, visto que esse método procura
evidéncias empiricas para rejeitar as hipoteses: (i) de que nao é possivel aplicar as técnicas mais
utilizadas em nenhum dispositivo movel; e (ii) de que ndo é possivel ter um WER abaixo de 14%
para o reconhecimento de voz do portugués brasileiro ao utilizar as técnicas que funcionam

corretamente em dispositivos madveis.

Além disso, foram aplicados experimentos e analises para avaliar: (i) quais valores para 0s
parametros de configuracdo de treinamento das bibliotecas possuem melhor desempenho, para serem
aplicadas em dispositivos moveis; (ii) o WER do portugués brasileiro; e (iii) o desempenho do

reconhecimento proposto em diferentes dispositivos moveis.

O método de pesquisa segue o principio metodolégico dos trabalhos cientificos, visando
contribuir com a comunidade cientifica. A seguir sdo exibidos os pontos de vista: de sua natureza, da

forma de abordagem do problema e de seus objetivos.

Sob o ponto de vista de sua natureza

Sob o ponto de vista de sua natureza a pesquisa é aplicada, pois tem como objetivo gerar

conhecimentos para aplicagdes préaticas dirigidas a solucdo do problema proposto, isto é, busca
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conhecimentos para desenvolver o reconhecimento de voz proposto com 0 menor processamento e

uso de memoria, e com uma boa precisao para o portugués brasileiro.

Sob o ponto de vista da forma de abordagem do problema

A pesquisa tem uma abordagem quantitativa para o problema, pois tem como objetivo: (i)
verificar os melhores valores para os pardametros de configuracdo de treinamento das bibliotecas; (ii)
avaliar o WER no portugués brasileiro; e (iii) avaliar o desempenho do reconhecimento desenvolvido

em diferentes dispositivos moveis.

Sob o ponto de vista de seus objetivos

Aplicou-se uma pesquisa exploratdria, pois tem como objetivo proporcionar maior
familiaridade com o problema, visto que envolve o levantamento bibliografico, busca de autores que
possuem experiéncias praticas e analise de exemplos do problema pesquisado. Além disso, foi
utilizada a pesquisa explicativa, uma vez que essa procura documentar e analisar os resultados obtidos

por meio dos testes de desempenho e dos valores da taxa WER.

1.3.2 Procedimentos Metodolégicos

Os procedimentos metodoldgicos adotados nessa pesquisa sao:

1. Revisdo bibliografica: essa etapa tem como objetivo proporcionar a fundamentacao teérica

necessaria ao desenvolvimento da pesquisa;

2. Estado da arte: essa etapa tem como objetivo realizar uma revisdo sistematica da literatura
sobre o tema de pesquisa para identificar as técnicas que sao utilizadas na extracdo de
caracteristicas do audio e na implementacdo dos modelos acustico e de linguagem, do

reconhecimento de voz continuo;

3. Preparacéo dos corpora de voz: essa etapa tem como objetivo realizar a preparacdo dos dados
dos corpora de voz para serem utilizados no treinamento dos modelos acustico e de linguagem

de cada biblioteca;

4. Desenvolvimento: essa etapa tem como objetivo implementar, por meio do uso de bibliotecas,

o reconhecimento off-line de voz continuo;
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5. Andlise dos resultados: essa etapa tem como objetivo analisar os resultados obtidos,
reconhecendo e explanando possiveis limitagdes, utilizando como base os valores do: (i)
desempenho dos diversos parametros de configuracdo de treinamento das bibliotecas; (ii)
WER do portugués brasileiro; (iii) desempenho das bibliotecas em um computador desktop;
e (iv) processamento e uso de memdria do reconhecimento desenvolvido em diferentes

dispositivos moveis;

6. Conclusdo: essa etapa tem como objetivo analisar as contribuicdes da pesquisa e apresentar

sugestdes relevantes de trabalhos futuros.

1.4 ESTRUTURA DA DISSERTACAO

O trabalho esta organizado em 6 capitulos correlacionados. O Capitulo 1 apresenta uma
contextualizacdo do tema proposto nesse trabalho, estabelecendo os resultados esperados, por meio
da definicdo dos objetivos da pesquisa, e apresentando as delimita¢fes do trabalho permitindo uma

visdo clara do escopo proposto.

No Capitulo 2 é demonstrada a fundamentacdo tedrica sobre os assuntos relevantes ao tema,
sendo eles: (i) reconhecimento de voz; (ii) extracdo de caracteristicas do audio; (iii) decodificador,

focando nos assuntos relacionados aos modelos acustico e de linguagem; e (iv) métricas de avaliagéo.

O Capitulo 3 apresenta o resultado da revisdo sistematica da literatura para obter o estado da
arte do tema da pesquisa. Os resultados dessa revisdo demostram as melhores abordagens atualmente

utilizadas no reconhecimento de voz continuo.

No Capitulo 4 descreve as etapas utilizadas no desenvolvimento do reconhecimento de voz
proposto, sendo elas: (i) instalacdo das bibliotecas; (ii) prepara¢do dos corpora linguisticos; (iii)

implementacao do treinamento; e (iv) implementacédo dos testes.

O Capitulo 5 é dedicado a discusséao dos resultados obtidos no estudo comparativo dos valores:
(i) do WER do portugués brasileiro dos diversos parametros de configuracdo de treinamento das
bibliotecas; (ii) do desempenho das bibliotecas em um computador desktop; e (ii) do processamento

e uso de memoria do reconhecimento proposto em diferentes dispositivos moveis.
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O Capitulo 6 apresenta as conclusdes do trabalho, relacionando os objetivos do trabalho com
os resultados obtidos. Além disso, sdo listadas as contribuicfes da pesquisa, as publicacdes realizadas

durante o desenvolvimento da dissertacao e os trabalhos futuros.
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2 FUNDAMENTACAO TEORICA

Este capitulo apresenta a base teorica dos temas abordados na dissertacdo. Além de servir
como base para o desenvolvimento do trabalho, a fundamentacéo teorica esclarece os conceitos que

auxilia no entendimento da pesquisa.

Os principais conceitos e elementos utilizados para auxiliar esse estudo sdo: reconhecimento
de voz continuo, extracdo de caracteristicas do audio, decodificador e métricas de avaliacgéo,

introduzidos, respectivamente, nas secdes 2.1, 2.2, 2.3 e 2.4.

2.1 RECONHECIMENTO DE VOZ

O reconhecimento de voz é o processo de converter o sinal de voz analégico em sua
representacdo textual, isto €, o texto gerado é composto pela sequéncia de palavras que foram
identificadas a partir do sinal de entrada (RUSSELL; NORVIG, 2004; SILVA, 2010; VEIGA, 2013).

Segundo Gordillo (2013), esse reconhecimento processa a mensagem contida na onda acustica
por meio do processo de classificagdo dos sinais em sequéncias de padrdes, e requer conhecimentos
de diferentes areas, tais como fisiologia, acustica, processamento de sinal, linguistica, computacéo,

entre outros.

De acordo com Yu e Deng (2015), o reconhecimento de voz é uma area de pesquisa que esta
ativa por mais de cinco décadas. Antigamente, a voz era pouco utilizada na IHC, visto que a mesma
ndo superava a eficiéncia e precisdo do teclado e do mouse. Isso deve-se ao fato que a tecnologia da
época ndo era boa o suficiente; porém, nos ultimos anos, o poder computacional aumentou,
possibilitando o treinamento de modelos maiores e mais complexos, reduzindo assim o WER (Word

Error Rate, em portugués: taxa de erro de palavras).

Para Jurafsky e Martin (2008), a fala entre humano e computador é mais facil de reconhecer
do que a fala entre humanaos, isto é, reconhecer a fala de humanos conversando com computadores,
por exemplo, via comando de voz, tende a ser mais facil do que reconhecer o discurso de dois seres
humanos conversando entre si. Um dos motivos para essa facilidade € porque quando os humanos
falam com computadores, eles tendem a simplificar bastante a fala, ou seja, falando mais devagar e

com mais clareza.
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Segundo Veiga (2013), o reconhecimento de voz simula o sistema de audi¢cdo humana, e tem
seu desempenho influenciado pelas caracteristicas que afetam o sinal da fala, tais como o vocabulario
utilizado, caracteristicas dos locutores e ruidos de fundo. A subsecdo 2.1.2 ird aprofundar o

conhecimento sobre esses fatores de complexidade para o reconhecimento de voz.

Além disso, para que o reconhecimento tenha um bom desempenho é importante conhecer as
caracteristicas do sinal da voz (ALENCAR, 2005); isso ¢ base para a se¢cdo 2.2 na qual sdo descritos
0s métodos de extracao dessas caracteristicas. Alem do mais, é fundamental descrever: os fatores que

aumentam a complexidade do reconhecimento de voz e a sua estrutura basica.

2.1.1 Caracteristicas da VVoz

Nos seres humanos a voz é produzida da seguinte maneira: o ar proveniente dos pulmdes
provoca uma vibracdo ao passar pelas cordas vocais, porém esse som ainda é fraco e possui poucos
harmonicos. Esse som entdo é amplificado ao passar pelas cavidades de ressonancia, que sao
formadas pela laringe, faringe, fossas nasais e boca. Os movimentos da lingua, labios, mandibula,
dentes e palato também auxiliam na formacao da voz (HUCHE; ALLALLI, 1999; GORDILLO, 2013;
MELO, 2011).

A taxa de amostragem?® de um sinal de 4udio € entre 8 e 16 kHz, e a precisio de cada medigio
é determinada pelo fator de quantizacio?, que geralmente sdo de 8 a 12 bits. Um sistema de baixo
custo, no qual a amostragem de 8 kHz com quantizacdo de 8 bits exigiria quase a metade de um
megabyte por minuto de fala. A quantidade de dados gerada durante a fala é grande, porém as
caracteristicas essenciais da voz mudam lentamente, isto é, requer uma menor quantidade de dados
para representar as caracteristicas mais importantes. Por isso, em sistemas de voz resumem-se as
propriedades do sinal ao longo de intervalos chamados quadros, e cada quadro é representado por um
vetor de caracteristicas que serd visto na sec¢éo 2.2 (PATRA, 2007; RUSSELL; NORVING, 2004).

3 E 0 nimero de amostras de um sinal analdgico, obtidas em um certo intervalo de tempo, para conversio em um sinal
digital. O nimero de amostras dessa taxa deve ser o suficiente para reconstituir o sinal anal6gico original.
4 E 0 nimero de bits utilizado na representacéo do sinal e determina a resolucéo do conversor.
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Além disso, esse sinal de &udio possui diversas informacGes sobre o locutor, que sao
classificadas em: (i) baixo nivel, que s&o os tons, intensidade, correlagdes espectrais, entre outros; e
(i) alto nivel, que sdo variagdes na entonacao, tais como dialeto, contexto, estilo de falar, estado
emocional (por exemplo, dor e alegria), entre outros (GORDILLO, 2013; MULLER, 2006; PATRA,
2007; PLANNERER, 2005).

As palavras sdo a interpretagdo gréafica dos sons da voz, e a fonologia é o estudo dos fonemas
(sons da linguagem) que compdem palavras, isto €, relaciona os sons da fala com as funcées que eles
exercem em um idioma. Os fonemas sdo as unidades sonoras mais simples da lingua, e dividem-se
em vogais, semivogais e consoantes. O fonema ndo apresenta significado proprio, entretanto é
utilizado para diferenciar palavras (COPPIN, 2010; GORDILLO, 2013; MAIA, 1999; SILVEIRA,

1986). O Quadro 2 apresenta exemplos de fonemas de palavras do portugués.

Quadro 2 - Exemplo de fonema de palavras

Palavra Fonema

Hoje = 4 letras /ol ljl lel = 3 fonemas

Taxi = 4 letras It! fal IK/ Is/ [il = 4 fonemas

Elevador = 8 letras lel N\l lel Ivl [al [d] [o/ Ir] = 8 fonemas

O fonema € o elemento basico do som, que € caracterizado pelo fato de que duas palavras sdo
diferentes se pelo menos um de seus elementos basicos diferirem. Por exemplo, as frases “ontem
comi um pao no café¢ da manhad” e “ontem comi um cao no café da manha”, apresentam uma diferenca
sonora que faz mudar o sentido da palavra, apenas mudando um de seus elementos bésicos
(ALENCAR, 2005; GORDILLO, 2013).

Uma descoberta importante da fonologia € que todos os idiomas possuem um repertério
limitado de aproximadamente 40 ou 50 sons, chamados de fones. Um fone é o som que corresponde
a uma unica vogal ou consoante, mas existem algumas complicagdes, pois “lh” e “rr”” possuem fones
singulares. Além do mais, algumas letras produzem fones diferentes, por exemplo o som da letra “c”
da palavra “casa” é diferente se comparado com o da palavra “céu” (RUSSELL; NORVIG, 2004).

2.1.2 Fatores de Complexidade

O entendimento de todas as caracteristicas da voz humana por parte do computador € uma

tarefa dificil e complexa de se realizar, porém alguns problemas que afetam a precisdo do
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reconhecimento vém sendo reduzidos e eliminados, com pesquisas na area e com 0 surgimento de
novas tecnologias (SILVA, 2010).

Além do tipo de reconhecimento de voz (palavras isoladas ou continuo) existem outros fatores
que tornam o reconhecimento de voz uma tarefa dificil e complexa, como por exemplo o tamanho do

vocabulério, variabilidade, tipo de locutor, presenca de ruido e limitagdes do corpus.

Quanto maior for o tamanho do vocabuldrio, maior € a probabilidade de erro do
reconhecimento de voz, por dois motivos: (i) sistemas com grandes vocabularios possuem muitas
palavras que sdo homofonas, isto €, apresentam a mesma pronuncia, por exemplo “sessdo/cessao”,
“mais/mas”, “consertar/concertar”, entre outros; e (ii) o tempo de treinamento e a quantidade de
memoria utilizada aumenta linearmente com o aumento do vocabulario, ou seja, € proporcional ao
numero de palavras. Em comparacéo, 0s sistemas com vocabularios de tamanho reduzido apresentam
6timos resultados, pois sdo menos suscetiveis a erros. Vocabularios considerados pequenos possuem
menos de 20 palavras, ja& os grandes possuem mais de 20 mil palavras (ALENCAR, 2005;
GORDILLO, 2013; JURAFSKY; MARTIN, 2008; SILVA, 2010).

Outra complexidade esta relacionada a variabilidade de fatores internos ou externos do audio.
Os fatores internos sdo as diferencas: (i) de uma pessoa para outra, que esta relacionado a diversidade
de género, idade e sotaques dos locutores, isto é, cada locutor apresenta caracteristicas diferentes de
fala; e (ii) em um mesmo individuo, que ocorrem devido a distintas situaces fisicas e psicologicas,
tais como estado emocional, contexto da conversacgdo, inclusdo de ruidos do ambientes, e além disso,
a mesma palavra, se pronunciada varias vezes, pode apresentar diferentes formas de onda. Ja os
fatores externos estdo relacionados ao modo de transmissdo do sinal acUstico, pois pode haver
diferencas entre carateristicas de microfones, linhas de transmisséo, entre outros. Na fala nenhum
som é exatamente idéntico a outro (ALENCAR, 2005; GORDILLO, 2013; HUCHE; ALLALI, 1999;
MAIA, 1999; SILVA, 2010).

Os sistemas de reconhecimento de voz podem ser classificados como dependentes ou
independentes de locutor. No dependente o sistema é treinado somente para um locutor, sendo assim,
reconhece apenas o locutor para o qual foi treinado, e por esse motivo apresenta uma boa taxa de
acerto. Ja os sistemas independentes de locutor sdo capazes de reconhecer a fala de qualquer locutor,
mesmo aquele que ndo participou do treinamento do sistema (JURAFSKY; MARTIN, 2008; SILVA,
2010).
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Treinar modelos acusticos que modelam toda a variabilidade do sinal de voz necessita de um
corpus com uma grande variedade e quantidade de amostras, isto é, modelar corretamente a maioria
das variaces acusticas aumenta a confiabilidade dos resultados do sistema de reconhecimento de voz
de amplo vocabulario e independente do locutor. Entretanto, para o portugués brasileiro a
disponibilidade de corpora de voz de grande porte é uma das principais limitagdes, pois 0s que
existem atualmente possuem poucas horas de duracdo. Além disso, para treinar um modelo que utiliza
um enorme corpus é necessario possuir computadores com elevada capacidade de armazenamento e
de processamento (VEIGA, 2013; GORDILLO, 2013; SILVA, 2010).

Uma das maiores dificuldades existentes no reconhecimento de voz € a presenca de ruido no
sinal da voz. Os ruidos do ambiente, tais como vozes de outros locutores, sons de equipamentos, e,
até mesmo, os provocados pelo proprio locutor (tosses, espirros, suspiros, respiracao forte, entre
outros), sao inevitaveis e influenciam no contetdo do sinal, fazendo com que a mensagem que 0
emissor quer transmitir seja diferente a que o receptor vai ouvir (ALENCAR, 2005; GORDILLO,
2013; SILVA, 2010).

Durante o reconhecimento, quanto menor a presenca de ruido no sinal de voz mais facil é para
o decodificador identificar o que foi dito, pois reconhecer a fala de um locutor em um escritorio
silencioso é muito mais facil do que reconhecer a fala de um locutor em um carro na estrada com a
janela aberta JURAFSKY; MARTIN, 2008; SILVA, 2010).

Os ruidos podem ser do tipo: (i) estacionario, se possuir uma densidade espectral que ndo varia
com o tempo, como o caso do ruido branco, o qual tem a sua poténcia distribuida uniformemente no
espectro de frequéncia, gerando um espetro de poténcia plana, e (ii) ndo estacionario, se suas
densidades espectrais mudam com o tempo, por exemplo, as vozes espontaneas, efeitos da respiracao,
entre outros. Além desses tipos de ruido, existe um ruido chamado de distorcéo, esse se une com 0
sinal de voz no dominio do tempo (GORDILLO, 2013).

Segundo Ferreira e Souza (2017), os sistemas de reconhecimento de voz atuais ndo possuem
precisdo absoluta, visto que & praticamente impossivel que um sistema seja perfeito a ponto de

abranger todos os fatores de complexidade citados nessa secao.
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2.1.3 Estrutura do Reconhecimento de VVoz Continuo

A estrutura basica dos sistemas de reconhecimento de voz, representada na Figura 1, é dividida

em duas etapas:

1. Extracdo de caracteristicas: aplica algoritmos no sinal de voz da entrada a fim de
representa-lo de uma forma mais compacta e robusta. Para isso, € necessario converter o
sinal anal6gico em uma representacao digital, e, além disso, é necessario determinar o que
é siléncio/ruido e o que de fato é informac&o de voz util, reduzindo assim a quantidade de
informacdo de voz e diminuindo, consequentemente, o custo computacional (MELO,
2011; VEIGAS, 2013).

2. Decodificador: procura a melhor sequéncia de palavras num conjunto de hipéteses
possiveis dada a representacdo de caracteristicas do sinal de voz. Essa etapa utiliza 0s
modelos: (i) acustico, que transforma o sinal que esta sendo processado em palavras e
sentencas; e (ii) de linguagem, que é responsavel por caracterizar o idioma e condicionar
a combinacdo de palavras descartando frases gramaticalmente incorretas (FERREIRA;
SOUZA, 2017; SILVA, 2010; VEIGAS, 2013).

Figura 1 - Estrutura do reconhecimento de voz

Extracao de

Caracteristicas » Decodificador —— Texto

) —>

Voz

Modelo
Acustico

Modelo de
Linguagem

Fonte: Adaptado de Sampaio Neto (2011); Silva (2010); Veiga (2013).

Nas se¢Oes 2.2 e 2.3 serdo fundamentadas as etapas: (i) extracdo de caracteristicas, no qual
descreve o funcionamento do MFCC (Mel Frequency Cepstral Coefficients, em portugués:
coeficientes cepstrais de frequéncia Mel); e (ii) decodificador, no qual apresenta os modelos acustico

e de linguagem.
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2.2 EXTRACAO DE CARACTERISTICAS DO AUDIO

A extracdo e selecdo da melhor representagdo paramétrica dos sinais acusticos é uma tarefa
importante do sistema de reconhecimento de voz, visto que afeta significativamente no seu
desempenho. Além disso, € importante focar na extracao de caracteristicas, pois um dos problemas
do reconhecimento de voz é obter informacgfes Uteis do audio. Pode-se citar como exemplo, 0s
seguintes métodos de extragdo de caracteristicas: MFCC, LPCC (Linear Predictive Cepstral
Coefficients, em portugués: coeficientes cepstrais preditivos lineares), PLP (Perceptual Linear
Prediction, em portugués: previsdo linear perceptual), entre outros. Os coeficientes dinamicos
(energia, delta e delta-delta) também podem ser utilizados em conjunto com o0s anteriores
(GORDILLO, 2013; TIWARI, 2010; VEIGA, 2013).

Apesar de existirem muitas representacGes de caracteristicas, 0 MFCC € o mais utilizado para
o reconhecimento de voz (JURAFSKY; MARTIN, 2008; TIWARI, 2010; VEIGA, 2013). Na revisao
sistematica da literatura (Capitulo 3 ) a maioria dos trabalhos selecionados também utilizavam esse

método de extragdo.

O MFCC faz uma andlise de caracteristicas espectrais de curto prazo, baseando-se no uso do
espectro da voz convertido em uma escala de frequéncias denominada Mel. Essa escala visa
transcrever as caracteristicas perceptiveis pelo ouvido humano, ou seja, as de baixo nivel, pois sdo
foneticamente mais importantes para a percep¢do humana do que as de alto nivel. Em outras palavras,
a escala Mel tem como objetivo imitar o comportamento dos ouvidos humanos (GORDILLO, 2013;
PATRA, 2007; SAUNDADE; KURLE, 2014). A Figura 2, representa as etapas da extracdo de

caracteristicas do MFCC.
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Figura 2 - Etapas da extracéo de caracteristicas do MFCC
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Fonte: Tevah (2006).

Os sinais da voz sdo representados analogicamente, por isso € necessario realizar a conversao
analogico-digital para que os computadores possam representar e processar esses sinais. Portanto, o
reconhecimento de voz pode ser considerado um exemplo de processamento de sinais digitais
(DINIZ; SILVA; NETTO, 2014; SAUNDADE; KURLE, 2014).

Primeiramente, € necessario aplicar o filtro pré-énfase, que é representado pela equacéo (1),
no sinal da voz para compensar a atenuacdo dos componentes de alta frequéncia. No qual z é o sinal
de 4udio e a ¢ a frequéncia de corte com valores variando entre 0,95 ¢ 0,98 (GORDILLO, 2013;
VEIGA, 2013).

Hz)=1—az™?! (1)

Em seguida, é necessario determinar com precisdo 0s pontos de inicio e fim das palavras, isto
é, remover o siléncio do sinal de audio visando reduzir o tempo de célculo, e apos isso realizar a
segmentacdo, dividindo o sinal de voz em quadros. Para suavizar cada quadro € aplicado a janela
Hamming, pois a segmentacdo apresenta o problema de descontinuidade no inicio e no final devido

ao fato de comecar e terminar bruscamente, para isso séo reduzidos os valores do sinal para zero nos
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limites de cada quadro. A equacdo (2) representa o calculo da janela Hamming, no qual n é o sinal de
audio de cada quadro (GORDILLO, 2013; JURAFSKY; MARTIN, 2008; VEIGA, 2013).

27Tn
N -1

) para 0<n<N-1, )

w(n) = { 0,54 — 0,46COS(

0 para caso contrario.

Apos a etapa de “janelamento” do sinal, € necessario converter o sinal da voz do seu dominio
original para uma representacéo no dominio da frequéncia. Segundo Diniz, Silva e Netto (2014), para
iSso pode-se utilizar o DFT (Discrete Fourier Transform, em portugués: transformada discreta de
Fourier), porém esse apresenta uma limitacdo que esta associada ao grande nimero de operacdes
aritméticas envolvidas no célculo para longas amostras de sinal. Esse problema foi parcialmente
resolvido com a criagdo de algoritmos eficientes para o DFT, conhecidos como FFT (Fast Fourier
Transform, em portugués: transformacéo rapida de Fourier) representado pela equagdo (3). Além
disso, 0 método FFT permite obter o0 mesmo resultado em menor tempo e complexidade, quando

comparado com o DFT.

N/2-1 N/2-1

3

X(k) = Z x2M)WK, + WS Z x(2n + WK ®)
n=0 n=0

Em que, x(n) é o sinal da voz, N € o numero de amostras na poténcia de dois, k é a frequéncia.

A equacdo (3) também apresenta os elementos x(n) dos indices pares e impares do sinal.

Os resultados da FFT sdo informacOes sobre a quantidade de energia em cada banda de
frequéncia. Como j4 visto, a audi¢do humana é menos sensivel em frequéncias mais altas, entéo nessa
etapa ocorre apenas a extracdo dos recursos essenciais. Para isso, aplica-se um banco de filtros a
poténcia espectral, que é formado por filtros triangulares, espagados de acordo com a escala de
frequéncia Mel, representada pela equacao (4), no qual f € a frequéncia de corte (GORDILLO, 2013;
JURAFSKY; MARTIN, 2008).

mel(f) = 1127In <1 + %) 4)

Apbs esse célculo é realizado o log de cada um dos valores do espectro Mel, visto que a

resposta humana ao nivel do sinal é logaritmica. O uso do log faz com que o recurso seja menos
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sensivel a variagdes na entrada, como por exemplo as varia¢des de energia devido a proximidade do
microfone em relacdo a boca do locutor (JURAFSKY'; MARTIN, 2008).

Na etapa final, os coeficientes do espectro do log Mel sdo convertidos novamente no dominio
do tempo usando a DCT (Discrete Cosine Transform, em portugués: transformacdo discreta de
cosseno). Utilizou-se o DCT porque a maior parte da energia é concentrada em poucos coeficientes,
e isso é uma propriedade muito importante quando aplicada a sinais de voz. A equacdo (5) calcula o
DCT, no qual N é o comprimento do sinal x(n) (DINIZ; SILVA; NETTO, 2014; SAUNDADE;
KURLE, 2014).

it n(n+1)k

C(k) = a(k) Z x(n)cos 2 para0< k<N -1 ®)
=0

N )

Para calcular o valor de a(k), utiliza-se a equacao (6).

(|1 )
N parak =0 ©)
a(k) = | >
2 1<k<N-1
LN paral <k <

Y,

Um vetor acustico de MFCC é computado para cada quadro. Geralmente esse vetor apresenta
39 elementos, que sdo: (i) estaticos: 12 coeficientes cepstrais extraidos do MFCC; (ii) dindmicos: 1
coeficiente de energia, 13 coeficientes de velocidade (delta) e 13 coeficientes de aceleracdo (delta-
delta) (GORDILLO, 2013; JURAFSKY; MARTIN, 2008; VEIGA, 2013).

Os coeficientes dinamicos sdo utilizados para captar as mudancas temporais bruscas presentes
no espectro. A energia de um quadro é calculada por meio da soma ao longo do tempo da capacidade
das amostras no quadro. A equagéo (7) representa o calculo da energia, em que x € um sinal em uma
janela da amostra de tempo t; para a amostra de tempo t. (JURAFSKY; MARTIN, 2008).

t2

Energia = z x2[t] (7)

t=t1

Para o célculo do coeficiente delta (A) ¢ utilizado regressdo linear sobre um quadro, ou seja,

calculando a diferenca entre os quadros anteriores e posteriores. O valor delta d(t) para um
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determinado valor cepstral c(t) no tempo t pode ser estimado pela equacdo (8) (GORDILLO, 2013;
JURAFSKY; MARTIN, 2008).

ct+1)—c(t—-1) (8)

d(t) = >

Os parametros de segunda ordem, chamados delta-delta (A?), sdo adquiridos replicando a
derivada sobre os resultados obtidos na primeira derivacdo que foi calculada na equacgédo (8)
(GORDILLO, 2013).

2.3 DECODIFICADOR

No decodificador, a sequéncia textual é concebida pelo modelo acustico e corrigida pelo
modelo de linguagem. Esses modelos trabalham em conjunto e um depende do outro, pois, como ja
visto, existem palavras homdfonas e é praticamente impossivel para 0 modelo acustico diferencia-
las, por isso utiliza-se 0 modelo de linguagem (FERREIRA; SOUZA, 2017; JURAFSKY; MARTIN,
2008; RUSSELL; NORVIG, 2004; SILVA, 2010; VEIGA, 2013).

Essa etapa necessita de treinamento, visto que € necessario gerar modelos acusticos e de
linguagem que fornecam bons resultados e que sejam adequados ao contexto de aplicacdo, mas para
isso é necessario possuir grandes corpora de audio e de linguagem. No treinamento do modelo
acustico, os vetores de caracteristicas do sinal da voz sdo utilizados para determinar um padréo que
melhor represente cada frase do corpus. Ja o treinamento de linguagem é utilizado para modelar e
compreender as regras gramaticais. Na etapa de teste, apds o treinamento de todos os modelos, utiliza-
se a extracdo de caracteristicas para converter o sinal de entrada em parametros e o decodificador
para encontrar a melhor sentenca (MELO, 2011; SAMPAIO NETO, 2011; VEIGA, 2013).

Para solucionar os problemas complexos do reconhecimento de voz s&o utilizados, nos
modelos acusticos e de linguagem, algumas técnicas de 1A (Inteligéncia Acrtificial), tais como HMM
(Hidden Markov Models, em portugués: modelos ocultos de Markov), RNA (Redes Neurais
Artificiais) e PLN (Processamento de Linguagem Natural). Segundo Russell e Norvig (2004), a IA
surgiu logo apos a segunda guerra mundial (1956), e tenta ndo apenas compreender, mas tambéem

construir entidades inteligentes. Para Coppin (2010, p.4), “IA envolve utilizar métodos baseados no
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comportamento inteligente de humanos e outros animais para solucionar problemas complexos”. Ja
para Luger (2013, p.1) “IA pode ser definida como o ramo da ciéncia da computagdo que se ocupa

da automacao do comportamento inteligente”.

Essa secdo esta estruturada da seguinte forma: na subsecdo 2.3.1 sera descrito 0 modelo
acustico, juntamente com a descrigdo da RNA e do HMM; e na subsecéo 2.3.2 seré descrito o0 modelo
de linguagem com base no PLN e com foco no modelo n-grama.

2.3.1 Modelo Acustico

O modelo acustico é o componente do sistema de reconhecimento de fala responsavel por
definir, a partir das caracteristicas extraidas do audio de entrada, a sequéncia mais provavel de:
palavras, se o reconhecimento for do tipo isolado; ou fonemas, no caso de reconhecimento de voz
continuo (PERICO; SHINOHARA; SARMENTO, 2014; SILVA, 2010). Nessa dissertacdo o modelo

acustico é baseado em fonemas, pois foi desenvolvido o reconhecimento de voz continuo.

O dicionario fonético é indispensavel no processo de treino de modelos acusticos. Esse
dicionario é uma lista de palavras que séo possiveis de reconhecer, com suas respectivas prondncias
expressas em uma sequéncia de fonemas. Isto €, tem como objetivo converter as palavras em fonemas,
e ao contrario, convertendo de fonema para texto (FERREIRA; SOUZA, 2017; JURAFSKY;
MARTIN, 2008; SILVA, 2010; TEVAH, 2006; VEIGA, 2013).

Nesse modelo s&o utilizados dois tipos de classificadores: (i) RNA, que resolve o problema
do reconhecimento de padrdes da sequéncia de caracteristicas, que diferenciam o sinal de voz, por
meio de um processo de aprendizagem; (ii) modelo estatistico HMM, que é utilizado para solucionar
o problema do treinamento da RNA no reconhecimento de voz, pois pode combinar as probabilidades
acusticas produzidas pela rede com as probabilidades de transicdo de estado do HMM, ou seja, esses
geralmente séo utilizados em conjunto, combinando suas potencialidades, gerando assim sistemas
hibridos bastante robustos para a tarefa de reconhecimento de voz continuo (ALENCAR, 2005;
GRAVES; JAITLY; MOHAMED, 2013; HAYKIN, 2001; MULLER, 2006; SAMPAIO NETO,
2011; SILVA, 2010). Ambos os classificadores utilizados no modelo acustico para o reconhecimento

dos padrdes da fala serdo apresentados nos topicos a seguir.
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2.3.1.1 Redes Neurais Artificiais

A RNA tem como principal fonte de inspiracdo as redes neurais biologicas, visto que se
assemelha ao cérebro humano em dois aspectos basicos: (i) o conhecimento é adquirido pela rede a
partir de seu ambiente, por intermédio do processo de aprendizagem; e (ii) as forcas de conexdo entre
neurdnios sdo utilizadas para armazenar o conhecimento adquirido. As RNAs sdo utilizadas para
solucionar problemas complexos, tais como: reconhecimento de padrdes (diagnosticos medicos,
previsbes no mercado financeiro, entre outros), processamento de sinais e imagens, sistemas de
controle, classificagdo, entre outros (HAYKIN, 2001; SPORL; CASTRO; LUCHIARI, 2011).

As redes neurais também sdo conhecidas como sistemas conexionistas, e isso faz com que a
informacao e o processamento da rede sejam distribuidos e paralelos, pois 0s neurénios processam as
suas entradas simultaneamente e independentemente (LUGER, 2013; RUSSELL; NORVIG, 2004).

Essas redes sdo compostas por cinco elementos basicos, sendo eles: (i) sinais de entrada (xn):
sdo dados que podem vir do ambiente ou da ativacdo de outros neurdnios; (ii) pesos sinapticos (Win):
sdo conex0des entre 0s neurdnios da rede, que possuem um peso para representar a for¢a da conexao,
podendo ser negativo ou positivo; (iii) bias (bk): valor aplicado externamente a cada neurdnio e tem
o efeito de aumentar ou diminuir a entrada da funcao de ativacao; (iv) jungdo aditiva (vk): realiza as
somas dos sinais de entrada, ponderados pelos pesos sinépticos; (v) fungio de ativagdo (¢): restringe
a amplitude do valor de saida de um neurénio; e (vi) sinal de saida (yx): sdo os valores dos neurdnios
da camada de saida e sdo constituidos por meio da resposta global da rede para o padrdo de ativacdo
fornecido pelos valores de entrada. O indice n representa 0s neurdnios da rede e o indice k representa
um neurénio em questdo (COPPIN, 2010; HAYKIN, 2001; LUGER, 2013; RUSSELL; NORVIG,
2004). A Figura 3 representa visualmente todos os componentes do neuronio artificial descritos no

paragrafo.
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Figura 3 - Modelo de neuronio artificial
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Fonte: Haykin (2001).

A RNA ¢ representada por valores numéricos, com isso pode-se dizer que 0 processo de
aprendizado é o resultado de operacGes numeéricas (LUGER, 2013; RUSSELL; NORVIG, 2004).

Segundo Haykin (2001), a funcéo de ativacgdo é restritiva, pois limita o intervalo do valor da
saida do neurdnio em um valor finito, geralmente, esse intervalo é entre [0,1] ou [-1,1]. No
reconhecimento de voz as funcdes mais utilizadas sdo: (i) sigmoide é definida como uma funcao
estritamente crescente que exibe um balanceamento adequado entre comportamento linear e ndo-
linear, além disso, essa funcdo é continua, o que permite uma medida mais precisa de erro, visto que
mapeia a maioria dos valores para regifes proximas a 0 ou 1; (ii) TanH (Tangente Hiperbdlica) é
semelhante a funcdo sigmoide, porém apresenta o intervalo entre -1 a 1, e é utilizada para acelerar o
processo de treinamento/aprendizagem, necessitando de menos iteracdes para encontrar uma
solucdo.; e (iii) ReLU (Rectified Linear Units, em portugués: unidades lineares retificadas) é uma
fungdo de ativacdo convencionalmente usada nas camadas ocultas para melhorar o treinamento do
DNN, e funciona por valores de limiar em 0, isto ¢, gera 0 quando x < 0 e gera uma funcdo linear
com inclinagdo de 1 quando x >0 (AGARAP, 2018; COPPIN, 2010; DIMITRIADIS; BOCCHIERI,
2015; HAYKIN, 2001; KIPYATKOVA; KARPQOV, 2017; LUGER, 2013; MIKOLOQV et al., 2010;
VEIGA, 2013; YU; DENG, 2015).

Além disso, geralmente utiliza-se a funcdo softmax na camada de saida, em conjunto com
outras fungOes de ativagdo presentes nas camadas ocultas. Essa fun¢do auxilia na solucdo do
aprendizado profundo de problemas de classificagdo, por isso € conhecido como uma fungéo de
classificacdo (AGARAP, 2018; HAYKIN, 2001).
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Uma rede neural pode ser caracterizada por dois aspectos principais: (i) método de
determinacdo dos pesos das conexdes (algoritmo de treinamento ou aprendizado); e (ii) padrdo de
conexdes entre as unidades (arquitetura) (HAYKIN, 2010). Nessa dissertacdo serdo utilizadas a
aprendizagem supervisionada e as arquiteturas MLP (Multilayer Perceptron, em portugués:

perceptron multicamadas) e RNN (Recurrent Neural Network, em portugués: rede neural recorrente).

Algoritmo de aprendizagem é o procedimento utilizado para modificar os pesos sinapticos da
rede. Esse peso associado a cada conexdo pode ser alterado em resposta a conjuntos especificos de
entradas e de eventos, visto que se a saida da rede estiver incorreta, 0s pesos serdo ajustados para
melhor classificar a entrada (COPPIN, 2010).

Na aprendizagem supervisionada o aprendizado ocorre da seguinte forma: a RNA é exposta a
um corpus pré-classificado, e para cada amostra desse conjunto a rede oferece uma saida. Essa saida
é entdo comparada com a saida desejada do corpus, a diferenca entre a resposta desejada e a resposta
real da rede gera um sinal de erro, e com isso sdo ajustados 0s parametros da rede de modo a reduzir
o erro. Dessa forma, o conhecimento disponivel é transferido para a rede neural por meio de
treinamento, e quando o conhecimento for adquirido pode-se entdo dispensar o corpus. Esse
procedimento tem o efeito de produzir um conjunto de pesos que pretende minimizar o erro sobre
todo o corpus (HAYKIN, 2001; LUGER, 2013).

Ap0s a execucdo de cada amostra do conjunto de treinamento, inicia-se novamente 0 mesmo
processo, isso € chamado de época, e sdo repetidas até alcancar algum critério de parada. Para cada
época € essencial randomizar o corpus de treinamento para evitar possiveis vicios da rede. Um dos
critérios de parada consiste em definir uma taxa minima de erro aceitavel e forcar a parada, porém
esse critério pode resultar em um encerramento prematuro do processo de aprendizagem, ou pode
requerer um tempo longo para atingir o valor desejado ou, no pior caso, nunca atingir. Outro critério
utilizado para encerrar o ajuste dos pesos € o minimo local ou global da superficie de erro (HAYKIN,
2001; RUSSELL; NORVIG, 2004).

Um fator que impacta no aprendizado é a taxa de aprendizagem, pois quanto menor for a taxa,
menor serdo as variagdes dos pesos sindpticos da rede, entretanto o custo disso € uma aprendizagem
lenta, isto é, requer mais épocas. Por outro lado, ao utilizar uma alta taxa o processo de aprendizagem
é acelerado, visto que ha grandes modificacbes nos pesos sinapticos, porém pode deixar a rede
instavel (HAYKIN, 2001).



41

Como ja visto, a RNA consiste em varios neurdnios organizados em camadas. Basicamente
as redes possuem uma camada de entrada, que provocam a ativagdo de alguns neurdnios e esses
enviam sinais aos neurdnios aos quais estdo conectados. Desse modo, um padrdo complexo de
ativacdes é organizado pela rede, resultando na ativacdo dos neurbnios da camada de saida. Isto é,
quando uma entrada é dada, a saida ndo aparece imediatamente porque leva um tempo para os sinais
passarem de um neurdnio ao outro (COPPIN, 2010). Atualmente hd uma familia de arquiteturas, cada

qual adequada para funcionalidades especificas; abaixo serdo descritas as arquiteturas MLP e RNN.

A MLP é chamada de redes alimentadas adiante com multiplas camadas. Alimentacdo adiante
quer dizer que os dados sdo alimentados a partir dos nds de entrada em direcdo aos nos de saida, ou
seja, 0s sinais de saida da primeira camada séo utilizados como entradas para a segunda camada, e
assim por diante; e maltiplas camadas quer dizer que a rede, além das camadas de entrada e saida,
possui uma ou mais camadas ocultas. A adicdo de camadas ocultas aumenta o espaco de hipoteses
que a rede pode representar, e com isso, resolvem problemas que ndo sdo linearmente separaveis, tais
como a fungdo OU exclusivo, também conhecida como XOR (COPPIN, 2010; HAYKIN, 2001;
RUSSELL; NORVIG, 2004).

A funcdo dos neur6nios ocultos é intervir entre a entrada e a saida da rede de uma maneira
atil, agindo como detectores de caracteristicas, isto é, esses neurbnios comegam a encontrar
caracteristicas que individualizam os dados de treinamento conforme o processo de aprendizagem
avanca. Além disso, a quantidade de neur6nios na camada de entrada e saida da rede e a existéncia e
quantidade de neurbnios nas camadas ocultas sdo caracteristicas do problema a ser resolvido
(COPPIN, 2010; HAYKIN, 2001).

Os erros das camadas ocultas sdo emblematicos uma vez que os dados de treinamento ndo
informam quais valores 0s nos ocultos devem possuir, por isso a analise da fonte de erro na camada
de saida é complexa, e consequentemente, dificulta os ajustes dos pesos. Para facilitar isso existe um
algoritmo de retropropagacédo (em inglés: backpropagation) que consiste em iniciar a sua execucgao
na camada de saida e propagar o erro retroativamente através das camadas ocultas (LUGER, 2013;
RUSSELL; NORVIG, 2004).

De acordo com Haykin (2001), a retropropagacdo € baseada na aprendizagem supervisionada
e consiste em dois passos, um para frente (propagacao) e o outro para tras (retropropagacdo). No

passo para frente, séo inseridos os valores de entrada do conjunto de treinamento, para obter os valores
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de saida, que € a resposta real da rede, e entdo é calculado o sinal de erro (diferenca entre a resposta
real e desejada). Durante 0 passo para tras, 0s pesos sinapticos sdo todos ajustados de acordo com o
erro calculado, para fazer com que a resposta real da rede se mova para mais perto da resposta

desejada, em um sentido estatistico.

A Figura 4 demonstra a arquitetura de uma rede MLP, com uma camada de entrada, uma
camada oculta e uma camada de saida. Como pode-se perceber essa rede € totalmente conectada, ou
seja, um neurénio de qualquer camada esta conectado a todos os neurbénios da camada posterior
(quando possuir). Entretanto, se algumas das conexdes sinapticas estiverem faltando, pode-se dizer

que a rede ¢ parcialmente conectada (HAYKIN, 2001).

Figura 4 - Arquitetura da MLP

Entrada Oculta Saida

Fonte: Adaptado de Haykin (2001).

Uma arquitetura RNN se distingue de uma MLP quando apresenta um ou mais lacos de
realimentacao, isto €, utiliza suas saidas para alimentar de volta suas entradas. Uma rede recorrente
pode consistir: (i) em uma Unica camada de neurdnios com cada neurdnio alimentando seu sinal de
saida de volta para as entradas de todos 0s outros; ou (ii) com a presenca de uma camada oculta no
qual as conexdes de realimentagdo se originam dos neurdnios ocultos ou de saida (COPPIN, 2010;
HAYKIN, 2001).

A presenca de realimentacdo tem um impacto profundo na capacidade de aprendizagem da
rede e no seu desempenho, além disso, 0 uso de realimentacédo faz com que as RNN sejam aplicaveis
em diversas areas, tais como previsdo nao-linear e modelagem, equalizacdo adaptativa de canais de
comunicagéo, processamento de voz, entre outros. Qualquer que seja 0 uso, as redes recorrentes
apresentam a caracteristica de serem estaveis (HAYKIN, 2001; RUSSELL; NORVIG, 2004). A

Figura 5 representa a arquitetura de uma RNN.
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Figura 5 - Arquitetura da RNN

]» Saidas

Fonte: Haykin (2001).

Resumindo, a resposta da rede a uma determinada entrada depende das entradas iniciais e das
anteriores, e com isso pode-se dizer que este tipo de RNA possui uma memdria de curto prazo.
Entretanto, em algumas aplicacGes ha a necessidade da RNN possuir LSTM (Long Short-Term
Memory, em portugués: memdaria de longo prazo), que é projetada para modelar sequéncias temporais
e suas dependéncias de longo alcance de maneira mais precisa do que as RNNs convencionais, pois
contém unidades especiais chamadas blocos de memoria na camada oculta recorrente. Esses blocos
possuem células de memdria que armazenam o estado temporal da rede, além de unidades
multiplicativas especiais chamadas de portas, que controlam o fluxo de informacgdes (RUSSELL;
NORVIG, 2004; SAK; SENIOR; BEAUFAYS, 2014).

2.3.1.2 Modelos Ocultos de Markov

Uma cadeia de Markov é um autdmato finito ponderado®, pois a sequéncia de entrada
determina de maneira Unica quais estados o0 autbmato ird passar, porém nao sdo apropriados para a
marcagdo de fala. I1sso ocorre porque, na marcacdo da fala, enquanto observa-se as palavras na
entrada, ndo se observa os fonemas, assim nao se pode condicionar qualquer probabilidade. Por isso
utiliza-se 0 HMM, visto que permite ponderar os estados observados (palavras na entrada) e os ocultos

(fonemas) no modelo probabilistico. Isto é, séo capazes de modelar tanto as variabilidades acusticas

5 Um autémato finito é definido por um conjunto de estados e transi¢des entre estados que sdo baseadas nas observagoes
de entrada. Ja um autdmato finito ponderado é um simples aumento do autdmato finito no qual cada arco é associado a
uma probabilidade, indicando o caminho a ser seguido (JURAFSKY; MARTIN, 2008).
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como temporais do sinal de voz, e permitem a construcdo hierarquica dos modelos acusticos das
sentencas (GORDILLO, 2013; JURAFSKY; MARTIN, 2008; SILVA, 2010).

Os HMM s séo aplicados para a identificacdo temporal de fonemas, palavras ou frases, pois €
uma técnica largamente utilizada para estimacdo dos simbolos indicados pelo sinal codificado, ou
seja, a sua principal caracteristica ¢ a modelagem temporal de sequéncias de simbolos (MULLER,
2006; RUSSELL; NORVIG, 2004). Nessa dissertacdo serdo utilizados os modelos HMM baseados

em fonemas.

No reconhecimento de voz, € comum a utilizacdo da estrutura esquerda-direita (do inglés: letf-
right), isto é, o estado atual depende apenas do anterior e s6 pode transitar para ele préprio ou para o
seguinte. Cada estado oculto esta associado a um vetor de probabilidades para cada fonema de
observacao, por isso pode ser facilmente entendido como sendo um gerador de sequéncias de vetores.
A Figura 6 mostra o modelo basico de um HMM com 3 estados emissores e 2 ndo emissores que Sao
utilizados para concatenacdo de modelos, ou seja, o estado de saida do modelo de um fonema pode
estar ligado ao de entrada de outro, criando assim um HMM composto, e isso permite a formacao de
palavras. A probabilidade de transicdo do estado i para o estado j que ocorre a cada tempo t é definida
por ajj, e 0 estado sofre transi¢do para ele quando i=j. O bi(x;) é a probabilidade da observacéo x no
tempo t dado o estado i (GORDILLO, 2013; JURAFSKY; MARTIN, 2008; RUSSELL; NORVIG,
2004; SILVA, 2010; TEVAH, 2006; VEIGA, 2013).

Figura 6 - Modelo HMM com estrutura esquerda-direita

ax ass Q44
a l l as l l asa
N,

ax

E | | ‘ estado ndo emissor
ba(x;)1 by(x,)! ba(x;)i
A A v
@ % % Q estado emissor

Fonte: Adaptado de Silva (2010) e Veiga (2013).

Em outras palavras, 0o HMM ¢é definido pelos seguintes parametros: nimero de estados, matriz

de probabilidades de transicdo entre estados e uma funcdo de densidade de probabilidade, que
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caracteriza os parametros acusticos observados nesse estado. A razdo pela qual os HMMs sdo
populares é que seus parametros podem ser estimados automaticamente a partir de uma grande
quantidade de dados, e, além disso, sdo simples e computacionalmente viaveis (HUANG; DENG,
2010; VEIGA,; 2013).

O numero de estados e a topologia dos modelos HMM séo definidos antes de iniciar o
processo de construgdo dos modelos de transi¢des de estados e treinamento das probabilidades dessas
transicdes. O método de treino do ML (Maximum Likelihood, em portugués: maxima verosimilhanca)
é muito utilizado para estimar os parametros dos modelos recorrendo ao algoritmo de viterbi
(MULLER, 2006; VEIGA, 2013).

O algoritmo viterbi cria N colunas de estado. Para cada coluna, e para cada estado na coluna
1, calcula-se a probabilidade de mover para cada estado na coluna 2 e assim por diante. Esse algoritmo
de decodificacdo é o mais utilizado em HMMs, para o processamento de fala e linguagem. Essa
técnica obtém de maneira rapida a sequéncia mais provavel de estados para uma sequéncia emitida
pelo HMM, pois em vez de considerar todas as combinagdes de transicdes de estado possiveis,
considera somente a sequéncia com maior probabilidade de produzir a sequéncia de observacgdes, ou
seja, para o reconhecimento de voz interessa apenas uma classificacdo ordenada das probabilidades,
visto que isso ja permite determinar qual palavra foi reconhecida. Por exemplo, a palavra inglesa
tomato pode ser pronunciada de diferentes formas devido aos efeitos do dialeto e de coarticulagdo, e
a funcédo do algoritmo é escolher qual o melhor caminho, conforme a Figura 7 (ALENCAR, 2005;
GORDILLO, 2013; JURAFSKY; MARTIN, 2008; RUSSELL; NORVIG, 2004).

Figura 7 - Diagrama com as transi¢fes permitidas da palavra inglesa tomato
GX On
08 05 o

Fonte: Russell e Norvig (2004).
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2.3.2 Modelo de Linguagem

No reconhecimento de voz continuo de grande vocabuldrio é invidvel desenvolver um corpus
com todas as frases possiveis para lidar com a gramética do idioma, pois em um vocabulario de
tamanho X com o reconhecimento de uma sequéncia de Y palavras, existem X" possibilidades. Para
isso, faz-se o uso de modelos de linguagem, que buscam caracterizar a lingua para capturar suas
regularidades e assim condicionar as combinacOes de palavras, evitando frases gramaticalmente
incorretas (SILVA, 2010; TEVAH, 2006; GORDILLO, 2013).

O modelo de linguagem define um caminho de maior probabilidade, em relacdo a conexdo
das palavras dentro de uma sentenca levando em consideracdo as regras gramaticais, isto é, esses
modelos séo construidos a partir de regras gramaticais basicas que sdo otimizadas pelo sistema por
meio de probabilidade. Em outras palavras, estima a probabilidade de uma palavra, em uma sentenga,
dadas as palavras anteriores (MULLER, 2006; SILVA et al., 2004).

Gordillo (2013) apresenta um exemplo de um problema gque pode ser resolvido pelo modelo
de linguagem: as palavras “norte” e “morte” apresentam ondas sonoras quase idénticas, porém sabe-
se que quando a palavra anterior for “polo” a proxima palavra sera “norte”. Isso melhora
consideravelmente o desempenho e taxa de erro do reconhecedor, pois reduz significativamente o

espaco de busca da frase correta.

Esse modelo utiliza o PLN para processar e manipular a linguagem falada em diversos niveis.
Segundo Coppin (2010), os cinco niveis de processamento e manipulacdo da linguagem séo
fonologia, morfologia, sintaxe, semantica e pragmatica. A fonologia esteve presente no modelo
acustico, e a pragmatica, que tem como objetivo compreender o contexto da frase, ndo € utilizada

nessa dissertagdo. A morfologia, sintaxe e seméantica séo descritas abaixo:

1. Morfologia € o primeiro estadgio da analise que € aplicado a palavras que foram
identificadas pelo sistema. Esse estagio baseia-se em regras que analisam as palavras e as
classificam segundo tabelas de afixos. Por exemplo, a entrada ‘zinho’ de uma tabela de
sufixos esta associada a um diminutivo de um substantivo, portanto, a palavra bonezinho
é o diminutivo da palavra bone, que é seu radical. Com isso, antes do nivel de sintaxe, séo
reconhecidas e corrigidas as palavras que ndo estdo na sua forma padrdo. A analise
morfolégica € importante para determinar o papel de uma palavra em uma sentenga
(LUGER, 2013; MULLER, 2006).
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2. No nivel da sintaxe sdo aplicadas as regras de gramética do idioma que esta sendo
utilizado, ou seja, a sintaxe determina o papel de cada palavra em uma sentenca para
verificar se as palavras geram uma frase valida e gramaticalmente correta (COPPIN, 2010;
LUGER, 2013).

3. Semantica examina o significado das sentencas formadas. Apesar do extenso
processamento realizado nas analises morfoldgica e sintatica, apenas com essas ndo é
possivel distinguir certas categorias de palavras e muito menos prever o objetivo da frase,
isto €, a sentenca pode estar sintaticamente correta, mas ser incorreta semanticamente
(LUGER, 2013; MULLER, 2006).

A maneira mais usada e simples de se obter as probabilidades do modelo de linguagem é com
a utilizacdo de n-grama, que dependem apenas das palavras anteriores da frase, ou seja, a
probabilidade de cada palavra em uma sentenca depende apenas das n—1 palavras anteriores a ela. O
custo computacional para validar o modelo é proporcional ao valor de n, isto é, se o n for muito grande
entédo o custo computacional pode ser muito alto (GORDILLO, 2013; SILVA, 2010; TEVAH, 2006).

Ao capturar a correlacdo existente entre palavras anteriores, 0s n-grama acabam absorvendo
a sintaxe, semantica e pragmatica existente nas frases observadas. Isso os faz extremamente efetivos
no idioma portugués, visto que a ordem das palavras é importante, uma vez que os efeitos contextuais
vém dos vizinhos mais proximos, sem a necessidade de criacdo de regras e nem de uma gramatica
formal. As distribuicOes de probabilidade sdo computadas diretamente de frases prontas e a estimagéo
pode ser executada simplesmente contando o nimero de ocorréncias, porém para se obter uma boa

estimacdo é necessario um conjunto de milhares de frases (SILVA, 2010; TEVAH, 2006).

Nos sistemas de reconhecimento de voz os modelos de linguagem tendem a ser 2-grama e 3-
grama. Pode-se usar também 4-grama, entretanto isso exige uma enorme quantidade de memoria,
dificultando a sua utilizacdo pelos aplicativos de linguagem em dispositivos moveis (JURAFSKY;
NORVIG, 2004; SILVA, 2010). Segundo Russell e Norvig (2004), a forma de calcular 2-grama esta
representada na equacdo (9), no qual apenas € considerada a palavra anterior.

P(W) = P(Wy|wn_1) 9)
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Uma grande vantagem do modelo 2-grama € a facilidade de treinar o modelo, contando apenas
0 nimero de vezes que cada par de palavras ocorre em um corpus para estimar as probabilidades. Por
exemplo, na Figura 8, a probabilidade da palavra “eu” ser antes de “sou” ¢ de 0,67, pois a palavra
“eu” aparece trés vezes no corpus, porém a palavra “sou” aparece apenas duas vezes apos a palavra
“eu”, ou seja, quando aparecer “eu sou” na frase tem 67% de estar correto. No corpus de linguagem
utiliza-se marcadores de inicio e fim de sentencas, tais como <s> e </s>, respectivamente (LUGER,
2013; RUSSELL; NORVIG, 2004; SILVA, 2010).

Figura 8 - Calculo de probabilidades

Corpus Probabilidades

Pleul<s>)= 2 = 0,67  P(Sam|sou)= 1 = 0,5

<s> Eu sou Sam </s>
<s> Sam eu sou </s>
<s> Eu gosto de café </s> P(Sam|<s>)=

P(</s>|Sam)= - =0,5 P(souleu)= % =0,67

=0,33  P(gostoleu)= % =0,33

Fonte: Adaptado de Jurafsky e Norvig (2008).

Ja no modelo 3-grama a interpretacdo da palavra atual depende das duas anteriores, e seu
calculo é representado pela equacédo (10) (LUGER, 2013; RUSSELL; NORVIG, 2004).

P(W) = P(Wy|Wp_2Wn_1) (10)

O uso de 3-grama, se comparado com o 2-grama, apresenta melhor desempenho, pois a
maioria das palavras possui uma forte dependéncia das duas palavras anteriores. Por exemplo, a frase
“comeu uma bandana” esta correta no modelo 2-grama, visto que o mesmo calcula a probabilidade
da palavra “bandana” com a palavra anterior “uma”. Ja com o modelo 3-grama é possivel notar que
a frase esta semanticamente incorreta, uma vez que calcula a probabilidade da palavra “bandana” com
as palavras anteriores “comeu uma”, com isso, 0 modelo de linguagem devera localizar uma palavra
para realizar a corregdo do erro, e a tendéncia sera a palavra “banana” (RUSSELL; NORVIG, 2004;
SILVA, 2010).
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2.4 METRICAS DE AVALIACAO

O desempenho do reconhecimento de voz depende da precisdo dos modelos acusticos, da
complexidade da tarefa definida pelo modelo de linguagem e da qualidade do sinal de &udio
adquirido. Para isso, existem na literatura diversas fungdes matematicas as quais podem ser chamadas
de métricas de avaliacdo. Para esse trabalho serdo estudadas as seguintes: WER, SER (Sentence Error
Rate, em portugués: taxa de erro de sentenca) e XRT (Real Time Factor, em portugués: fator em
tempo real) (FERREIRA; SOUZA, 2017; SAMPAIO NETO, 2011; VEIGA, 2013).

A WER é uma das métricas mais utilizadas em sistemas de reconhecimento de voz continuo
(TEVAH, 2006). Isso também pode ser observado na revisdo sistematica da literatura (Capitulo 3 ),
haja visto que todos os trabalhos selecionados utilizavam essa métrica para avaliar a qualidade. Para
Jurafsky e Martin (2008), a WER é baseada na quantidade de palavras que foram inseridas
incorretamente, que foram excluidas e que foram substituidas em comparacdo com a frase de

referéncia. Essa taxa é calculada pela equacdo (11).

wEp = S HI+E (12)

No qual, N é o nimero total de palavras da frase de referénciae S, | e E séo, respectivamente,
0 namero total de erros por substituicdo, insercao e exclusdo da frase gerada em comparacdo com a
frase de referéncia. A Figura 9 apresenta um exemplo de comparacdo entre as frases de referéncia e
gerada. Como pode-se observar a frase gerada apresenta duas substitui¢cfes, uma inclusdo e uma
exclusdo, totalizando quatro erros, e a frase de referéncia possui cinco palavras, sendo assim, ao

substituir os respectivos valores na equac¢édo (11), o valor do WER é de 0,8 (80%).

Figura 9 - Comparacdo entre as frases de referéncia e gerada para célculo do WER

Referéncia = Tem um preso na * cela
Gerada = Tem - preso em uma sela
E S I S

Segundo Ferreira e Souza (2017), a SER representa quantas frases possuem pelo menos um
erro, ou seja, quantas frases apresentaram um WER maior que 0%. A SER e calculada utilizando a

equacéo (12).
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SER = — (12)

~|

Em que E é a quantidade de sentengas com pelo menos um erro e T € a quantidade total de
sentencas. Por exemplo, em um corpus com 100 frases, apenas 30 apresentaram um WER maior que
0%, sendo assim, a SER € de 0,3 (30%).

Ja o fator XRT é utilizado para calcular a velocidade do processo de reconhecimento de voz,
ou seja, € calculado dividindo o tempo que o sistema gasta para reconhecer uma sentenca pela sua
duracdo, de acordo com a equacdo (13). Assim, quanto menor for o fator XRT mais rapido serd o
reconhecimento (SAMPAIO NETO, 2011).

P
RT = — (13)
X D

Em que P é o tempo de processamento gasto para realizar o reconhecimento da voz do arquivo
de audio e D é o tempo de duracédo do arquivo de audio. Por exemplo, o computador leva 1,2 sequndo

para reconhecer um arquivo de 28 segundos, entdo o seu fator xRT ¢ 0,04.

2.5 CONSIDERACOES

Neste capitulo foram apresentados o0s conceitos basicos do reconhecimento de voz,
descrevendo as caracteristicas da voz e os fatores de complexidade. Além disso, foram apresentadas
as etapas que sdo utilizadas pelo reconhecimento de voz continuo, juntamente com a descri¢do de

suas principais técnicas.

O uso das técnicas de 1A neste trabalho tem o propdésito de melhorar o desempenho e as
métricas de avaliacdo do reconhecimento de voz continuo. Dentre essas técnicas de IA pode-se citar

0 uso de RNA, HMM e PLN no desenvolvimento dos modelos acustico e de linguagem.
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3 ESTADO DA ARTE

Este capitulo apresenta a revisdo sistematica da literatura que tem como objetivo identificar e
selecionar as principais técnicas que sdo utilizadas na extracdo de caracteristicas do audio e na
implementacdo dos modelos, acustico e de linguagem, para o desenvolvimento do reconhecimento
de voz continuo. Para isso, realizou-se uma revisdo contemplando artigos publicados nos ultimos
cinco anos em quatro repositérios diferentes, sendo esses: ACM, IEEE, ScienceDirect e Scopus. Além

disso, o presente capitulo possui duas publica¢des, que sdo demonstradas na secédo 6.1.

O capitulo esta organizado da seguinte maneira: a secao 3.1 apresenta a revisao sistematica de
literatura com o protocolo de busca e os trabalhos selecionados que oferecem uma proposta de solugéo
relevante a esse problema; na secdo 3.2 € realizada uma andlise comparativa dos trabalhos

relacionados; e na se¢do 3.3 sdo apresentadas algumas consideracdes sobre esse capitulo.

3.1 REVISAO SISTEMATICA DA LITERATURA

De acordo com Kitchenham e Charters (2007), uma revisdo sistematica da literatura € um
meio de identificar, avaliar e interpretar todas as pesquisas disponiveis e relevantes para uma
determinada questdo de pesquisa ou uma area de interesse. Os motivos mais comuns para realizar
essa revisdo sao para: (i) sumarizar as evidéncias existentes sobre uma tecnologia; (ii) identificar
lacunas na pesquisa atual; (iii) criar uma base para posicionar adequadamente novas atividades de
pesquisa; (iv) examinar até que ponto a evidéncia empirica sustenta ou contradiz as hipéteses; e (v)

auxiliar na geracdo de novas hipdteses.

A metodologia aplicada nessa revisdo consiste na delimitacdo: (i) das perguntas de pesquisa;

(ii) dos repositorios e estratégia de pesquisa; e (iii) selecdo dos artigos.

3.1.1 Perguntas de Pesquisa

Com base no objetivo dessa revisdo sistematica da literatura foram desenvolvidas trés

perguntas de pesquisa que séo apresentadas no Quadro 3.
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Quadro 3 - Perguntas de pesquisa da revisao sistematica da literatura

ID Pergunta de pesquisa

P1 Quais técnicas estdo sendo utilizadas na implementacdo do modelo acustico do
reconhecimento de voz continuo?

P2 Quais técnicas estdo sendo utilizadas na implementacdo do modelo de linguagem para
aperfeicoar o reconhecimento de voz continuo?

P3 Quais solucdes estdo sendo estudadas para reduzir as taxas de erros do reconhecimento
de voz continuo?

Essas perguntas de pesquisa ndo abordaram o portugués brasileiro, pois as técnicas,
identificadas e selecionadas na revisdo, podem ser adaptadas para qualquer corpus de voz, de qualquer
idioma. Além disso, ndo foi abordado o termo off-line, porque muitas técnicas do modo on-line

também podem ser adaptadas.

3.1.2 Repositorios e Estratégia de Pesquisa

Para responder a essas perguntas, foram selecionados quatro repositorios eletronicos. No

Quadro 4, pode-se observar 0 nome e 0 endereco de acesso na web de cada um.

Quadro 4 - Repositdrios eletronicos

Repositorio Endereco de acesso

ACM http://www.acm.org

IEEE http://ieeexplore.ieee.org
ScienceDirect http://www.sciencedirect.com
Scopus https://www.scopus.com

Com base nos repositorios selecionados desenvolveu-se uma expressao de busca a partir de
palavras-chave que ndo apresentassem redundancia nos resultados, visando contemplar o maior
nimero de artigos, e ao mesmo tempo servindo como um filtro para o retorno dos artigos mais

relevantes ao tema.

Utilizou-se a seguinte expressdo de busca, utilizada na pesquisa em cada repositorio:
"continuous speech recognition™ E ("acoustic models™ OU "neural networks™ OU ann OU "deep
learning™) E ("language models" OU Im OU n-gram OU "natural language processing™ OU nlp).
Esses termos de busca foram adaptados para o formato de cada repositorio de busca, ou seja, sem

alterar as palavras ou o valor dos operadores 16gicos.
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3.1.3 Selecéo dos Artigos

Os critérios de incluséo e exclusdo para a escolha dos artigos sao apresentados no Quadro 5.

Quadro 5 - Critérios de inclusdo e exclusdo

Inclusdo Excluséo

CI1: artigos publicados entre 01/01/2014 até CEL: artigos que ndo possuem resultados
31/12/2018. relacionados ao desenvolvimento do
reconhecimento de voz continuo.

ClI2: expressao de busca filtrando os artigos por | CE2: artigos que ndo apresentam o

meio do titulo, resumo e palavras-chave. desenvolvimento do modelo acustico e do
modelo de linguagem.

CE3: auséncia de especificacdo das técnicas
utilizadas no desenvolvimento dos modelos
acustico e de linguagem.

CE4: artigos curtos (5 paginas ou menos).

CI3: artigos em inglés e portugués.

Além dos critérios, realizou-se a selecdo dos artigos por meio da leitura dos seguintes topicos:
(i) titulo e palavras-chave; (ii) resumo; e (iii) introducéo e conclusdo. Esses critérios para a leitura e
selecdo foram Uteis para minimizar o esforco na leitura e selecdo de trabalhos que realmente

contribuem para responder as perguntas do tema de pesquisa.

3.1.4 Resultados

Ao aplicar a expressdo de busca e considerar os critérios de inclusdo e exclusdo em cada
repositério, foram localizados 80 artigos, porém 16 artigos apareceram em mais de um repositério,
ou seja, apenas 64 artigos foram descobertos. Em seguida, realizou-se a selecdo desses artigos, por
meio da leitura do titulo, palavras-chave, resumo, introducdo e conclusdo. Apés essa selecdo, o
namero de artigos reduziu para 10, isto é, apenas 16% dos artigos descobertos apresentaram alguma
relacdo direta com o tema proposto. A Tabela 1 apresenta 0 nimero de artigos descobertos e

selecionados por repositorio, ja os artigos excluidos podem ser consultados no APENDICE A.

Tabela 1 - Numero de artigos descobertos e selecionados

Repositorio Descobertos Selecionados
ACM 7 0
IEEE 20 3
ScienceDirect 3 1
Scopus 34 6
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O Quadro 6 apresenta os artigos selecionados em ordem alfabética, cada qual com a sua

identificacdo, titulo, repositorio e ano de publicacdo.

Quadro 6 - Relacdo de artigos selecionados

(2015)

networks

Identificacéo Titulo Repositorio | Ano
Abushariah (2017) [ TAMEEM V1.0: speakers and text independent Arabic | Scopus 2017
automatic continuous speech recognizer
Georgescu, Cucu e |[SpeeD's DNN approach to Romanian speech IEEE 2017
Burileanu (2017)  |recognition
Kipyatkova e A study of neural network Russian language models | Scopus 2017
Karpov (2017) for automatic continuous speech recognition systems
LAleye et al. First automatic fongbe continuous speech recognition | IEEE 2016
(2016) system: Development of acoustic models and language
models
Naing et al. (2015) |A Myanmar large vocabulary continuous speech IEEE 2015
recognition system
Pakoci, Popovi¢ e |[Language model optimization for a deep neural Scopus 2017
Pekar (2017) network based speech recognition system for Serbian
Pakoci, Popovi¢ e |[Improvements in Serbian Speech Recognition Using | Scopus 2018
Pekar (2018) Sequence-Trained Deep Neural Networks
Phull e Kumar Investigation of Indian English speech recognition Scopus 2016
(2016) using CMU sphinx
Tachbelie, Abate e |Using different acoustic, lexical and language ScienceDirect | 2014
Besacier (2014) modeling units for ASR of an under-resourced
language — Amharic
Zhang, Bao e Gao |Mongolian speech recognition based on deep neural | Scopus 2015

A Figura 10 representa graficamente os artigos selecionados por ano. A maioria desses artigos

foram publicados no ano de 2017.

Figura 10 - Artigos selecionados por ano

2014
2 2015

2016

1 2017
= 2018
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A proxima se¢do apresenta uma anélise comparativa, que tem como objetivo responder as trés
perguntas de pesquisa de maneira sintetizada por meio da leitura de cada artigo do Quadro 6, visando

facilitar a interpretacdo e a tabulacéo dos dados.

3.2 ANALISE COMPARATIVA

O Quadro 7 apresenta os artigos selecionados e as técnicas utilizadas na implementacéo dos

modelos, acustico e de linguagem, para cada artigo.

Quadro 7 - Técnicas utilizadas na implementacdo dos modelos

Identificacéo Modelo Acustico Modelo de Linguagem

Abushariah (2017) HMM 1-grama, 2-grama e 3-grama

Georgescu, Cucu e Burileanu RNN e HMM 1-grama, 2-grama e 3-grama

(2017)

Kipyatkova e Karpov (2017) [HMM RNN-LM e 3-grama

LAleye et al. (2016) Métodos "monofone” e 3-grama, utilizando a ferramenta
"trifone" da biblioteca Kaldi SRILM

Naing et al. (2015) MLP e HMM Word-base

Pakoci, Popovi¢ e Pekar MLP e HMM 1-grama, 2-grama e 3-grama

(2017)

Pakoci, Popovi¢ e Pekar MLP, RNN e HMM 1-grama, 2-grama e 3-grama

(2018)

Phull e Kumar (2016) HMM e HMM 2-grama e 3-grama

Tachbelie, Abate e Besacier [HMM 3-grama, utilizando a ferramenta

(2014) SRILM

Zhang, Bao e Gao (2015) MLP e HMM 2-grama e 3-grama

As principais técnicas utilizadas no desenvolvimento do modelo acustico foram o0 HMM
(Hidden Markov Models, em portugués: modelos ocultos de Markov) e as RNA (Redes Neurais
Artificiais): MLP (Multilayer Perceptron, em portugués: perceptron multicamadas) e RNN
(Recurrent Neural Network, em portugués: rede neural recorrente). Esses tipos de redes neurais
artificias também sdo conhecidos como sendo DNN (Deep Neural Network, em portugués: rede
neural profunda), e séo aplicados com sucesso em modelos acusticos de sistemas de reconhecimento
de voz de ultima geracdo, pois permitem que dados complexos sejam bem modelados (DAHL et al.,
2012). O modelo 3-grama foi a principal técnica utilizada no desenvolvimento do modelo de

linguagem. Esses assuntos foram abordados no Capitulo 2 .

No Quadro 8 sdo apresentadas as solu¢Ges mais utilizadas para reduzir a taxa de erro do

reconhecimento de voz continuo.
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Quadro 8 - Solucdes para reduzir a taxa de erro

Identificacéo

Solucdo para reduzir a taxa de erro

Abushariah (2017)

Georgescu, Cucu e Burileanu
(2017)

Utilizando modelos acusticos baseados em DNN

Kipyatkova e Karpov (2017)

Com um modelo de linguagem baseado em RNN e 3-grama

LAleye et al. (2016)

Removendo diacriticos de tons do modelo de linguagem

Naing et al. (2015)

Utilizando DNN

Pakoci, Popovi¢ e Pekar (2017)

Combinando o uso de DNN, HMM e modelo de linguagem

Pakoci, Popovi¢ e Pekar (2018)

Utilizando uma DNN de 8 camadas com 625 neurdnios cada

Phull e Kumar (2016) -
Tachbelie, Abate e Besacier Utilizando unidades acusticas de silabas baseado em morfema
(2014)

Zhang, Bao e Gao (2015)

Utilizando redes neurais profundas em conjunto com HMM

A grande maioria dos artigos selecionados apresentam alguma solucéo para reduzir as taxas
de erros do reconhecimento de voz, e pode-se notar que, em muitos casos, essa solucao esta associada
ao uso de DNN.

Com a leitura dos artigos foi possivel extrair diversas particularidades essenciais para o
reconhecimento de voz. A partir disso, elaborou-se o Quadro 9 para destacar e comparar 0s métodos
de extracdo de caracteristicas de audio, se usou ou nao bibliotecas para facilitar a implementacéo e

os idiomas de cada artigo selecionado.

Quadro 9 - Extracdo de caracteristicas, bibliotecas e idioma dos artigos selecionados

Identificagéo Extracédo de Bibliotecas Idioma
caracteristicas

Abushariah (2017) MFCC CMUSphinx Arabe (11 paises)

Georgescu, Cucu e Burileanu MFCC Kaldi Romeno

(2017)

Kipyatkova e Karpov (2017) MFCC HTK Russo

LAleye et al. (2016) MFCC Kaldi Fongbe

Naing et al. (2015) MFCC - Myanmar

Pakoci, Popovi¢ e Pekar (2017) - Kaldi Sérvio

Pakoci, Popovi¢ e Pekar (2018) MFCC Kaldi Sérvio

Phull e Kumar (2016) MFCC CMUSphinx Inglés Indiano

Tachbelie, Abate e Besacier (2014) |MFCC CMUSphinx Amarica

Zhang, Bao e Gao (2015) MFCC - Mongol

Pode-se observar que as bibliotecas CMUSphinx, HTK (Hidden Markov Models Toolkit, em
portugués: kit de ferramentas dos modelos ocultos de Markov) e Kaldi foram utilizadas para facilitar

a implementacdo dos modelos, acustico e de linguagem. Além disso, o principal método de extracao
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de caracteristicas do audio é por meio do MFCC (Mel Frequency Cepstral Coefficients, em portugués:

coeficientes cepstrais de frequéncia Mel), que foi abordado no Capitulo 2 .

Ainda de acordo com o Quadro 9, pode-se notar que praticamente todos 0s artigos

selecionados desenvolveram o reconhecimento de voz para algum idioma especifico. Para isso, é

necessario possuir um corpus de voz e de texto. O Quadro 10 realiza uma comparacdo do tamanho

dos corpora de texto e voz dos artigos selecionados.

Quadro 10 - Corpora de texto e voz utilizados nos trabalhos relacionados

Identificacéo

Corpora de voz

Corpora de texto

Abushariah
(2017)

Foram utilizadas 41.005 sentencas, resultando em
cerca de 45 horas de dados de fala coletados de 36
falantes nativos de 11 paises arabes diferentes

41.005 sentencas do
corpus de voz

Georgescu, Cucu
e Burileanu
(2017)

Trés corpora: (i) 100 horas em ambiente
silencioso; (ii) 28 horas de transmissdes de
programas de entrevistas (afetados por ruidos) e
noticiarios (discurso limpo); e (iii) 103 horas de
duracdo de conversacao

Dois corpora: 315
milhdes de palavras
coletadas de sites de
noticias; e 40 milhdes de
palavras de transcrigdes
de reunides

Kipyatkova e

Audio de 327 frases, onde cada frase foi

Corpus de textos russos

oradores do sexo masculino e 48 do sexo feminino

Karpov (2017) | pronunciada por 50 oradores com lingua russa construidos a partir de
nativa (25 de ambos 0s sexos). A gravacao foi noticias eletrénicas, com
realizada em uma sala a prova de ruido, com mais de 350 milhdes de
duracdo total de 21 horas palavras

LAleye et al. 10 horas de fala, contendo 1.500 frases, gravados | Corpus de 34.653 frases,

(2016) em um ambiente silencioso, com 28 falantes com quase 10.130
nativos, 8 mulheres e 20 homens. Os audios foram | palavras
gravados em 16 kHz

Naing et al. 4 mil frases com 40 horas de duracédo, gravadas em | 86 mil frases

(2015) um ambiente aberto. Participaram da gravagédo 52

Pakoci, Popovi¢
e Pekar (2017) e
Pakoci, Popovic¢
e Pekar (2018)

Dois corpora: (i) 154 horas de duracéo, com 87
mil enunciados, com uma média de 15 palavras
cada, com 21 locutores do sexo masculino e 27
locutores do sexo feminino; e (ii) 61 horas de
duragdo, com 170 locutores do sexo masculino e
181 do sexo feminino. Ambos com boa qualidade
de gravacgéo

Cerca de 1,5 milhdes de
palavras, das quais apenas
121.000 s&o diferentes,
extraidas do corpus
textual jornalistico servio

Phull e Kumar
(2016)

75 locutores com 15 minutos cada,
correspondendo o total de 23 horas. Os audios
foram amostrados no formato de 16 kHz e 16 bit

64.000 palavras, que
ocorrem mais de 100
VEZes N0 Corpus

Tachbelie, Abate
e Besacier (2014)

20 horas de treinamento de discurso coletadas de
100 falantes, com um total de 10.850 sentencas

120.262 frases
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Zhang, Bao e 78 horas de duracdo, de didlogos, noticias e artigos | 85 milhdes de tokens de
Gao (2015) em mongol, e com 193 oradores diferentes, sendo | paginas da web em
110 homens e 83 mulheres mongol

Os resultados alcancados nos trabalhos relacionados sdo apresentados na Tabela 2
considerando os percentuais WER (Word Error Rate, em portugués: taxa de erro de palavras), que
foi abordado no Capitulo 2 . Quanto menor essa taxa, maior sera a precisdo da saida do

reconhecimento de voz.

Tabela 2 - Melhores resultados obtidos nos trabalhos relacionados

Identificacéo Melhor WER obtido
Abushariah (2017) 2,68%
Georgescu, Cucu e Burileanu (2017) 4,5%°
Kipyatkova e Karpov (2017) 22,87%
LAleye et al. (2016) 14,83%
Naing et al. (2015) 15,63%
Pakoci, Popovi¢ e Pekar (2017) 12,01%
Pakoci, Popovi¢ e Pekar (2018) 7,23%
Phull e Kumar (2016) 19%
Tachbelie, Abate e Besacier (2014) 13,3%
Zhang, Bao e Gao (2015) 12,37%

Na Tabela 2, pode-se observar que 0 WER médio foi de 14,01% com varios idiomas, e esse
trabalho tem como objetivo alcancar essa porcentagem para o portugués brasileiro. Além disso,
apenas os trabalhos de Pakoci, Popovi¢ e Pekar (2017) e de Pakoci, Popovi¢ e Pekar (2018),

apresentaram resultados da taxa de erro das palavras em modo off-line e para mobile.

3.3 CONSIDERACOES

Nesse capitulo foi apresentado o estado da arte sobre o desenvolvimento do reconhecimento
de voz continuo. O uso dos critérios de inclusdo e exclusdo ajudou na selecdo dos artigos mais
relevantes, pois todos os artigos selecionados apresentaram diferentes respostas e solugdes para as

questdes de pesquisa.

5 Em base de dados sem ruidos, porém em uma base com ruido o WER foi de 20,2%.



59

Os trabalhos selecionados foram Uteis para descobrir: (i) as técnicas utilizadas na
implementacdo dos modelos, acustico e de linguagem; (ii) as solugdes existentes para reduzir a taxa
de erro; (iii) as técnicas utilizadas na extracdo das caracteristicas do audio; (iv) as bibliotecas
utilizadas para a implementacédo; (v) o tamanho dos corpora de texto e voz; e (vi) os melhores

resultados obtidos.

Essa revisdo auxiliou na aquisi¢éo de conhecimento sobre as vantagens de cada abordagem, e
as melhores foram utilizadas no desenvolvimento do reconhecimento off-line de voz continuo do
portugués brasileiro para dispositivos moveis, com o objetivo de obter um bom processamento e uso
da memdria e um baixo valor da métrica WER. O capitulo a seguir descreverd a implementacdo do

reconhecimento de voz continuo proposto.
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4 DESENVOLVIMENTO

Este capitulo descreve os procedimentos que foram utilizados para o desenvolvimento do
reconhecimento off-line de voz continuo, que sdo: (i) instalagdo das bibliotecas CMUSphinx, HTK
(Hidden Markov Models Toolkit, em portugués: kit de ferramentas dos modelos ocultos de Markov)
e Kaldi; (ii) preparagéo dos corpora linguisticos utilizados; (iii) implementacéo do treinamento; e (iv)
implementacdo dos testes em computadores desktops e em dispositivos méveis. Além disso, 0

presente capitulo possui uma publicacdo, que pode ser encontrada na secao 6.1.

4.1 INSTALACAO DAS BIBLIOTECAS

A rapidez no desenvolvimento do reconhecimento de voz continuo foi um dos principais
motivos para a utilizacao de bibliotecas, porém é necessario que elas estejam em constante atualizacéo
e que tenham uma boa documentacdo. As bibliotecas CMUSphinx, HTK e Kaldi sdo as mais

utilizadas nos artigos selecionados no Capitulo 3 e atendem aos requisitos previamente mencionados.

Essas bibliotecas sdo gratuitas e foram instaladas em um computador com o sistema
operacional Antergos (distribuicdo Linux baseada em Arch Linux) versdo 64 bits. A escolha pelo
Linux se deu devido a facil instalacdo das bibliotecas, pois com algumas linhas de comandos €

possivel instalar as bibliotecas e suas dependéncias.

Nas subsecdes abaixo serdo descritos os detalhes da instalagdo dessas bibliotecas. Além disso,
sera realizado um comparativo das técnicas utilizadas nos artigos do Capitulo 3 com as técnicas

utilizadas pelas bibliotecas.

4.1.1 CMUSphinx

Segundo Lee, Hon e Reddy (1990), o Sphinx é uma biblioteca para reconhecimento de voz
continuo independente de locutor. Essa biblioteca utiliza a técnica HMM (Hidden Markov Models,
em portugués: modelos ocultos de Markov) no modelo acustico e a técnica n-grama no modelo de

linguagem.

As ferramentas CMUSphinx sdo projetadas especificamente para plataformas de baixo
recurso e a sua licenca é semelhante a BSD (Berkeley Software Distribution), que permite a
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distribuicdo comercial. Além disso, essa biblioteca pode ser utilizada para diversas finalidades
relacionadas ao reconhecimento de voz, tais como identificacdo de palavras-chave, alinhamento,
avaliacao de pronuncia, entre outros (CMUSPHINX, 2019).

O kit de ferramentas CMUSphinx possui diversos pacotes de bibliotecas para diferentes
tarefas e aplicacGes. Nesse trabalho utilizou-se o pacote PocketSphinx que é ideal para ser utilizada
em sistemas embarcados. O Pocketsphinx € escrito na linguagem de programacdo C e pode ser
utilizado com Linux, Microsoft Windows, MacOS, iPhone e Android (CMUSPHINX, 2019).

A biblioteca PocketSphinx depende da instalacdo de outras bibliotecas: (i) SphinxBase, que é
a base para todos os projetos CMUSphinx; e (ii) SphinxTrain, que fornece ferramentas de treinamento
de modelo acustico. O download das bibliotecas é realizado pelo website’, e a instalagdo é por meio
da compilagio dos codigos-fonte das bibliotecas usando o programa “make”. Nesse trabalho utilizou
as bibliotecas “pocketsphinx”, “sphinxbase” e o “sphinxtrain” da versao “Sprealpha” (CMUSPHINX,
2019).

412 HTK

O HTK, disponivel na linguagem de programacéo C, € um kit de ferramentas para construir e
manipular HMMs. O HTK ¢é usado principalmente para a pesquisa de reconhecimento de voz, porém
pode ser utilizado em inimeras aplicacGes, tais como pesquisa em sintese de voz, reconhecimento de
caracteres e sequenciamento de DNA. Além disso, as ferramentas do HTK fornecem recursos
sofisticados para andlise de fala, treinamento de HMM, testes e andlise de resultados (HTK, 2019).

Para realizar o download da biblioteca é necessario se cadastrar no website e estar de acordo
com a sua licenca de uso®. Embora a Microsoft mantenha os direitos autorais do codigo-fonte do
HTK, os desenvolvedores podem fazer alteracdes e contribui-los para inclusdo nas futuras versoes.

Apds baixar o cadigo-fonte da biblioteca é necessario compila-lo utilizando o programa “make”. Esse

7 Link para download da biblioteca CMUSphinx: https://cmusphinx.github.io/wiki/download/
8 E responsavel por construir automaticamente programas e bibliotecas executaveis a partir do codigo-fonte.
% Link para download da biblioteca HTK: http://htk.eng.cam.ac.uk/download.shtml
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projeto inclui 0 HTKBook!® que é uma documentacdo detalhada sobre cada funcionalidade. Nesse
trabalho foi utilizada a versao estavel 3.4.1 da biblioteca (HTK, 2019).

4.1.3 Kaldi

Segundo Povey et al. (2011), Kaldi é um kit de ferramentas de codigo aberto para
reconhecimento de voz desenvolvido na linguagem de programacdo C++ e licenciado sob a Apache
License v2.0. As suas ferramentas compilam em sistemas do tipo Unix e Microsoft Windows, e a
biblioteca esta disponivel para download em seu website'!. A biblioteca esta hospedada na plataforma

GitHub e neste trabalho utilizou-se a versao 5.5.

As bibliotecas CMUSphinx e HTK sdo as principais concorrentes do Kaldi, porém essas
bibliotecas ndo possuem uma estrutura baseada em transdutor de estado finito, amplo suporte a
algebra linear e uma licenca ndo restritiva (POVEY et al., 2011). Além disso, o Kaldi é a uUnica
biblioteca entre as trés que possui suporte a DNN (Deep Neural Network, em portugués: rede neural
profunda), tais como, MLP (Multilayer Perceptron, em portugués: perceptron multicamadas) e RNN

(Recurrent Neural Network, em portugués: rede neural recorrente) (KALDI, 2019).

A instalagdo do Kaldi também é por meio do programa “make”. Essa biblioteca possui
dependéncias de ferramentas externas, e nesse trabalho foram utilizadas as seguintes: (i) OpenFST, é
a ferramenta mais importante para o Kaldi, pois como visto a estrutura da biblioteca é baseada em
transdutor de estado finito; (ii) OpenBLAS, é responsavel pelo suporte a algebra linear; e (iii) SRILM
(SRI Language Modeling Toolkit, em portugués: kit de ferramentas do modelo de linguagem SRI), é
responsavel por executar o modelo de linguagem (KALDI, 2019). A biblioteca possui uma

documentac&o detalhada sobre cada funcionalidade®?.

10 Link para download do HTKBook: http://htk.eng.cam.ac.uk/docs/docs.shtml
1 Link para download da biblioteca Kaldi: http://kaldi-asr.org
12 Documentacéo da biblioteca Kaldi: http://kaldi-asr.org/doc/
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4.1.4 Comparativo

O Quadro 11 apresenta um comparativo das técnicas utilizadas nos artigos do Capitulo 3 com

as técnicas utilizadas pelas bibliotecas, para a implementacdo dos modelos acustico e de linguagem.

Quadro 11 - Comparativo entre o estado da arte do trabalho e as bibliotecas

Estado da arte | CMUSphinx HTK Kaldi
Extracéo de MFCC MFCC MFCC MFCC e PLP
caracteristicas
Modelo acustico |HMM, MLP e HMM HMM fMLLR, GMM,
RNN HMM, MLLR,
MLP, RNN,
MLP-HMM e
RNN-HMM
Modelo de 1-grama, 2-grama |1-grama, 2-grama | 2-grama e 3- Kit de
linguagem e 3-grama e 3-grama grama ferramentas
IRSTLM ou
SRILM
Métricas de WER SER e WER SER e WER SER e WER
avaliacéo

Com base no Quadro 11, pode-se observar que as técnicas utilizadas pelas bibliotecas
CMUSphinx e Kaldi apresentam uma grande compatibilidade com as técnicas utilizadas nos artigos

do estado da arte.

4.2 PREPARACAO DOS CORPORA DE VOZ

Segundo Bauer e Aarts (2013), corpora linguisticos sdo colecdes de dados de linguagem,
escritos ou falados, que servem para varios tipos de pesquisa e que podem ser usados em todos 0s
ramos da linguistica. Em outras palavras, pode-se dizer que 0s corpora tém como objetivo representar
uma linguagem particular como um todo. Por exemplo, um pesquisador pode estudar um corpus de
conversas via telefone para comprovar que as pessoas falam no telefone de maneira diferente do que

guando conversando pessoalmente.

Para treinar o modelo acustico do reconhecimento de voz continuo, é necessario possuir um
corpus de voz que € um conjunto de arquivos de audio com suas respectivas transcricoes, e
dependendo do idioma desejado € dificil obté-lo com arquivos de alta qualidade. O audio do corpus
de voz pode ser proveniente de textos que sao lidos ou de falas espontaneas do locutor (GORDILLO,
2013; SILVA, 2010).
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De acordo com Ferreira e Souza (2017), para os idiomas que sao diferentes do inglés, como
por exemplo o portugués brasileiro, a obtengdo de um corpus de grande porte e gratuito € um dos

principais problemas encontrados pelos pesquisadores da area.

Nesse trabalho, foram utilizados os corpora disponiveis no website do grupo FalaBrasil,
porém esses corpora possuem poucas horas de duragdo. Segundo Silva et al. (2005), a maioria dos
trabalhos publicados para o portugués brasileiro restringe-se a um vocabulério reduzido. Por isso, 0
modelo de linguagem é constituido apenas pelas frases que estdo presentes em cada corpus de voz,
isto €, o reconhecimento desenvolvido é de vocabulario restrito, pois reconhece apenas as palavras

que estdo nos corpora de voz.

O corpus LaPS Benchmark!3 é composto por 700 frases e possui 35 locutores com 20 frases
cada, sendo 25 homens e 10 mulheres, 0 que corresponde a aproximadamente 54 minutos de audio.
Todas as gravacdes foram realizadas em computadores utilizando microfones comuns, e o ambiente
ndo é controlado (presenga de ruido). A taxa de amostragem utilizada foi de 22050 Hz e cada amostra
foi representada com 16 bits.

Para reconhecer diversas variacdes e entdo tornar-se mais abrangente, é necessario que o
reconhecimento de voz seja independente de locutor. As frases devem ser capturadas por muitos
locutores, preferencialmente de diferentes idades, sotaques e géneros, para que haja uma grande
variagdo no ritmo, timbre e intensidade nos &udios de treinamento. Entretanto nesse caso deve haver
uma grande variedade de locutores no corpus de treino, o que dificulta a construcdo de tais sistemas
(MELO, 2011; SILVA, 2010).

Ja o corpus de voz Constituicio Federal** é composto por 1.255 frases com aproximadamente
30 segundos de duracao cada, totalizando aproximadamente 9 horas de daudio com apenas um locutor
do sexo masculino. Os arquivos de audio foram amostrados em 22050 Hz com 16 bits. Alem disso,

utilizou-se um ambiente de gravagéo controlado, isto &, com pouca presenca de ruido.

13 Link para download do corpus LaPS Benchmark: http://bit.ly/2SMWxoR
14 Link para download do corpus Constituicdo Federal: http://bit.ly/2Flp8yt
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Em cada corpus de voz foi verificado se a escrita estava: (i) normalizada, ou seja, niUmeros e
siglas traduzidos para suas respectivas representagdes textuais; (ii) com a ortografia correta; (iii) sem
caracteres especiais e de pontuacéo; e (iv) em minudsculo, sem a presenca de letras em caixa alta. Esses
itens sdo importantes para padronizar a escrita dos corpora utilizados. Além disso, foi verificado se
0s arquivos de audio estavam com a mesma configuracgdo, isto €, mesma taxa de amostragem, fator
de quantizacdo, entre outros (FERREIRA; SOUZA, 2017; TEVAH, 2006).

Foi necessario dividir os corpora de voz em arquivos de audio de treinamento e testes. Dividiu-
se o corpus LaPS Benchmark em: (i) treinamento com 30 locutores (640 arquivos), sendo 23 do sexo
masculino e 9 do sexo feminino; e (ii) testes com 3 locutores (60 arquivos), sendo 2 do sexo masculino
e 1 do sexo feminino. J& o corpus Constituicdo Federal foi dividido em 1.129 arquivos (90%) para

treinamento e 126 arquivos (10%) para testes.

Além disso, também foi necessario desenvolver um dicionario fonético para cada corpus
utilizado. Para isso foi convertido cada palavra em uma sequéncia de fonemas utilizando a ferramenta
de conversdo de G2P (Grapheme to Phoneme, em portugués: grafema para fonema) disponibilizada

de forma gratuita pelo grupo FalaBrasil*®.

Para utilizar estes corpora nas bibliotecas foi necessario realizar a preparacdo dos dados. Para
isso, desenvolveu-se a ferramenta SCT (Speech Corpus Treatment, em portugués: tratamento do
corpus de voz) que esta disponibilizada de forma gratuita no GitLab®. Essa ferramenta foi
desenvolvida na linguagem de programacgéo Java, e tem como objetivo realizar a preparacdo dos
dados dos dois corpora de voz, para as bibliotecas CMUSphinx, HTK e Kaldi. A preparacdo dos
dados dos corpora foi baseada na documentacdo de cada biblioteca. Além disso, essa ferramenta

podera ser facilmente adaptada para um novo corpus de voz.

Essa ferramenta, também possibilita a reducdo da taxa de amostragem dos arquivos de audio
das bibliotecas. Nesse trabalho todos os arquivos de audio dos dois corpora de voz foram alterados

para 16000 Hz de taxa de amostragem.

15 Link para download da ferramenta G2P: http://labvis.ufpa.br/falabrasil/downloads/
16 Link do GitLab da ferramenta: https://gitlab.com/lucasdebatin/speech-corpus-treatment-kaldi/
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4.3 IMPLEMENTACAO DO TREINAMENTO

Os modelos acustico e de linguagem do reconhecimento de voz necessitam de treinamento.
Nessas bibliotecas sdo utilizadas a técnica de treinamento supervisionado, pois aprendem a classificar
os dados de treinamento que ja foram classificados manualmente pelos humanos (COPPIN, 2010;
FERREIRA; SOUZA, 2017).

Para cada biblioteca e para cada corpus foi criado um diretorio de treinamento que possui as
configuracdes e os arquivos do modelo acustico do corpus, ambos criados de acordo com a
documentagdo das bibliotecas. Esses diretdrios estdo disponibilizados no GitLab!’. A Tabela 3

apresenta o numero de treinamentos realizados em cada diretdrio.

Tabela 3 - NUmero de treinamentos realizados

CMUSphinx HTK Kaldi
LaPS Benchmark 10 10 10
Constituicdo Federal 10 10 10

No total foram executados 30 treinamentos em cada corpus, isto é, 10 arquivos com diferentes
configuracbes para cada biblioteca. Esses 10 arquivos foram divididos em dois conjuntos,

modificando a logica de alteracdo das configuracdes, conforme destacados abaixo:

e Biblioteca CMUSphinx: foram alterados os valores da configuracéo padrédo da biblioteca
de modo uniforme: (i) reduziu-se os valores em 80%; (ii) reduziu-se os valores em 40%;
(iii) manteve a configuragéo padréo; (iv) aumentou-se os valores em 40%; e (v) aumentou-
se os valores em 80%. Além disso, gerou-se mais cinco arquivos de configuracao alterando
os valores padrdo previamente mencionados e alterando as opcdes textuais dos parametros
de configuracdo, por exemplo, onde era “no” passou a ser “yes”. As configuragcdes dessa
biblioteca estdo no APENDICE B.

e Biblioteca HTK: os valores da configuracdo padrédo da biblioteca foram alterados em -
80%, -40%, 0%, 40% e 80%. Além disso, gerou-se mais cinco arquivos de configuracédo

alterando as configuracGes padrdo de extracdo de caracteristicas do dudio, usando a mesma

7 Link do GitLab: https://gitlab.com/lucasdebatin/train-examples
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l6gica de alteragdo uniforme, -80%, -40%, 0%, 40% e 80%. As configuracdes dessa
biblioteca estdo no APENDICE C.

e Biblioteca Kaldi: a configuracédo padréo da biblioteca foi alterada para os valores de -80%,
-40%, 0%, 40% e 80%. Entretanto, cinco configurac6es utilizaram DNN e as outras cinco

ndo. As configuragbes dessa biblioteca estdo no APENDICE D.

O treinamento das bibliotecas foram executados utilizando arquivos Shell Script, que geraram
em cada diretorio os seguintes arquivos de resultados para cada configuracdo: (i) a data e hora de
inicio e fim; e (ii) a saida da biblioteca com o valor das métricas de avaliagdo SER (Sentence Error
Rate, em portugués: taxa de erro de sentenca) e WER (Word Error Rate, em portugués: taxa de erro

de palavras).

4.4 IMPLEMENTACAO DOS TESTES

Esse projeto possui duas versdes (desktop e mdvel) que sdo utilizadas para testar o
desempenho, uso de processador e memdria das bibliotecas de reconhecimento de voz continuo que
foram implementadas para o portugués brasileiro. O nome escolhido para as versoes de teste € OCSR
(Offline Continuous Speech Recognition, em portugués: reconhecimento off-line de voz continuo).
Para os testes das bibliotecas foram: (i) implementados apenas os codigos-fonte que sdo responsaveis
por gerar a saida dos modelos ja treinados; e (ii) utilizados apenas os arquivos de testes dos corpora.

4.4.1 Desktop

A versdo para desktop foi utilizada para testar o desempenho das bibliotecas em um
computador desktop. O resultado desse teste foi utilizado para encontrar a biblioteca que apresentou

o melhor desempenho, que foi implementada na versao mobile.

Na implementacdo, utilizou-se a linguagem de programacdo C++ em conjunto com o Qt SDK
(Software Development Kit, em portugués: kit de desenvolvimento de software). Nessa versdo foram

utilizadas as quatro melhores configuracbes de treinamento obtidas para cada biblioteca,
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CMUSphinx, HTK e Kaldi. A implementacdo da versdo desktop esté disponivel de forma gratuita no
GitLab®8,

A Figura 11 apresenta a tela da versdo para desktop. Esta tela possui as seguintes opcdes de
configuracdo: (i) biblioteca, que € responsavel por selecionar a biblioteca (CMUSphinx, HTK e
Kaldi) que sera utilizada nos testes; e (ii) corpus de voz, que é responsavel por selecionar o corpus de
voz (LaPS Benchmark e Constituigdo Federal) que sera utilizado nos testes. O botdo “Testar” gera

0s arquivos de resultados para a biblioteca e corpus selecionados.

Figura 11 - Tela da versdo desktop

Reconhecimento Off-line de Voz Continuo

Configuracgoes

Biblioteca Corpus de Voz

Kaldi »  Constitui¢do Federal

Para cada biblioteca e corpus sdo gerados trés arquivos de resultados: (i) data e hora de inicio;
(ii) uso de processador e memoria, isto €, o desempenho exigido; e (iii) data e hora de encerramento.
O desempenho exigido é capturado utilizando o comando Linux “top”*°.

4.4.2 Movel

A versdo movel foi utilizada para testar o desempenho, em dispositivos mdveis, da biblioteca
que apresentou o melhor desempenho na versdo desktop. De acordo com o Capitulo 5, os modelos
da biblioteca Kaldi apresentaram os melhores resultados para os corpora. Entretanto, a
implementacdo dessa biblioteca no aplicativo ndo obteve sucesso, pois os executaveis funcionam

apenas em dispositivos que estdo liberadas as permissdes de “superusudrio” (root). As tentativas de

18 Link do GitLab da versdo desktop: https://gitlab.com/lucasdebatin/ocsr-desktop
19 Exibe os dados sobre os processos em execucio no dispositivo.
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implementar o Kaldi foram baseadas no tutorial de compilacéo da biblioteca no Android?. Por esse
motivo, utilizou-se apenas os modelos da biblioteca CMUSphinx, que também apresentou excelentes

resultados em comparacdo com os resultados da biblioteca Kaldi.

Os testes foram realizados apenas em dispositivos moveis com o sistema operacional Android,
sendo a versdo 4.1 a minima suportada. Para a implementacdo, utilizou-se a linguagem de
programacéo Java e NDK?! (Android Native Development Kit, em portugués: kit de desenvolvimento
nativo Android). O uso do NDK facilitou a compilacdo do cddigo-fonte em C da biblioteca. O codigo-

fonte do aplicativo esta disponivel no GitLab??

A Figura 12 apresenta a tela do aplicativo, e como pode-se observar apenas uma mensagem
avisando que o aplicativo esté: (i) inicializando o aplicativo: copiando os modelos da biblioteca para
a memoria interna do dispositivo; e (ii) gerando o arquivo de testes: executando a biblioteca com os

arquivos de testes dos corpora de voz e gerando o0s arquivos de resultados.

Figura 12 - Tela da versdo mével em Android

Aguarde

Inicializando o aplicativo

ndo o arquivo de

20 Link para o tutorial: http://jcsilva.github.io/2017/03/18/compile-kaldi-android/
2L NDK é um conjunto de ferramentas que permitem usar cddigo C e C++ em aplicativos Android.
22 Link do GitLab da versdo mével: https://gitlab.com/lucasdebatin/ocsr-android-native
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Ao finalizar os testes é gerado um texto com os seguintes dados de resultados para cada
corpora: (i) percentual de uso do processador inicial, para verificar se o processador ndo esta
sobrecarregado com outro processo; (ii) a quantidade de memoria disponivel, indicador de memoria
cheia e a quantidade de memadria total do dispositivo; (iii) percentual de bateria no inicio e fim dos
testes; (iv) a data e hora de inicio e fim; e (v) o uso do processador (maximo, minimo e médio) e de

memoria (méxima, minima e média) durante a execucao dos testes.

O percentual de uso do processador é obtido utilizando: (i) o comando “top” em versdes
menores que a versdo 8 do Android; e (ii) o comando “ps”?® nas versdes 8 e 9 do Android. A

quantidade de memadria e bateria do dispositivo sdo capturadas utilizando classes do Java.

Para os testes em dispositivos méveis foi necessario reduzir a quantidade de arquivos de testes
do corpus Constituicdo Federal de 126 para 30, pois em alguns dispositivos o tempo gasto para o
processamento ultrapassava 30 minutos. Essa reducdo foi necessaria para tornar os testes mais
atrativos e rapidos para os voluntarios da pesquisa. Além disso, o aplicativo foi disponibilizado na
Play Store?* para facilitar a sua instalagio nos dispositivos de teste.

45 CONSIDERACOES

Esse capitulo apresentou as etapas que foram necessarias para o desenvolvimento do
aplicativo Android que realiza o reconhecimento off-line de voz continuo do portugués brasileiro. As
bibliotecas foram instaladas e os modelos acusticos criados conforme a documentacdo de cada
biblioteca. Os cdédigos-fonte desse trabalho foram disponibilizados ao publico para servir de suporte

para pesquisas futuras na area ou para a reproducdo desse estudo.

A dificuldade de implementar a biblioteca Kaldi no Android foi um dos principais
contratempos do trabalho, visto que isso atrasou o inicio da etapa de testes do aplicativo. Os motivos
para isso foram levantados, destacando-se a necessidade de permissdo de “superusuario” nos

dispositivos moveis.

23 Exibe os dados sobre os processos em execucéo no dispositivo.
24 Link de download Play Store: https://play.google.com/store/apps/details?id=com.debatin.ocsr_android_native
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Os corpora utilizados nesse estudo diferem em tamanho e conteudo dos empregados nos
artigos selecionadas na revisdo sistematica da literatura, porém isso ndo comprometeu os resultados.
Os calculos de desempenho foram obtidos por meio de comandos e classes ja existentes. No capitulo

seguinte séo apresentados e discutidos os resultados obtidos.
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5 RESULTADOS

Esse capitulo apresenta e discute os resultados do projeto, permitindo avaliar a sua
contribuicdo, o alcance dos seus objetivos e as respostas para as hipoteses de pesquisa. Na sec¢éo 5.1
sdo apresentadas as melhores configuragbes de treinamento para cada biblioteca. A secdo 5.2
apresenta o desempenho da melhor configuracdo de cada biblioteca em um computador desktop. Na
secdo 5.3 apresenta o desempenho da biblioteca selecionada em diversos dispositivos mdveis. Por
fim, na secdo 5.4 sdo apresentadas algumas consideracGes sobre os resultados obtidos. O Quadro 12
apresenta a configuracdo do computador desktop utilizado para o treinamento e para o teste da versédo
desktop.

Quadro 12 - Configuracdo do computador desktop utilizado

Processador Intel Core i5-7200U 2.50GHz
Memodria 16 GB DDR4 2400MHz
Sistema operacional Linux Antergos de 64 bits
Versdo do Java 1.8.0 192

Versdo do compilador GCC 8.2.1

5.1 MELHORES CONFIGURACOES DE TREINAMENTO

Esta secdo apresenta as métricas de avaliacdo obtidas para cada arquivo de configuracdo
elaborado. Com base no percentual das métricas foram escolhidas as melhores para realizar testes de
desempenho em um computador desktop. As subsecdes abaixo apresentam os resultados obtidos para

cada biblioteca.

Para o célculo das métricas de avaliacdo SER (Sentence Error Rate, em portugués: taxa de
erro de sentenca) e WER (Word Error Rate, em portugués: taxa de erro de palavras) utilizou-se 0s
arquivos de testes dos corpora: (i) LaPS Benchmark, que contém 60 frases e 614 palavras; e (ii)
Constituicdo Federal, que contém 126 frases e 7073 palavras. Os célculos dessas métricas sdo

realizados por cada biblioteca.

Cada biblioteca possuia 10 configuracGes com dois conjuntos diferentes de modificacGes, por
isso foram selecionadas as duas melhores para cada um. O principal motivo para isso é analisar o
desempenho de cada conjunto de configuracao, evitando selecionar apenas os melhores resultados no

geral, pois eles podem ser 0s piores em desempenho.
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5.1.1 CMUSphinx

O Quadro 13 apresenta os valores obtidos por cada configuragdo no corpus LaPS Benchmark.
A coluna ID é um identificador da configuracéo e servird como referéncia para os resultados da se¢éo
5.2. Nesse trabalho, a unidade dos valores do tempo de duracdo foi hora, minuto e segundo

(hh:mm:ss). As especificacdes de configuragdes de cada ID estio no APENDICE B.

Quadro 13 - Configuragdes da biblioteca CMUSphinx e do corpus LaPS Benchmark

ID WER SER Duracao
1 49,4% 93,3% 00:03:08
2 9,6% 55% 00:03:01
3 9,1% 56,7% 00:03:17
4 11,4% 61,7% 00:05:29
5 22,1% 68,3% 00:08:21
6 38% 81,7% 00:07:53
7 8,8% 41,7% 00:04:48
8 6,7% 45% 00:05:37
9 6,2% 35% 00:09:13
10 11,9% 50% 00:11:39

De acordo com o Quadro 13 pode-se notar que o as melhores configuracGes obtidas possuem
um WER inferior a 14%, isto é, atendem a um dos requisitos desse trabalho. Além disso, pode-se
observar que as melhores métricas de avaliacdo sdo provenientes de configuracdes cujo os valores de
configuracdo alterados sdo proximos dos valores de configuracdo padrdo da biblioteca. A duragdo
total do treinamento de todas as configuracdes foi em torno de 1 hora. J& o Quadro 14 apresenta 0s

valores obtidos no corpus Constituicdo Federal.

Quadro 14 - Configuraces da biblioteca CMUSphinx e do corpus Constituicdo Federal

ID WER SER Duracéo
1 14,5% 96,8% 00:22:56
2 5% 77,8% 00:22:42
3 3,2% 75,4% 00:27:17
4 4,6% 81% 00:30:29
5 5,6% 81,7% 00:32:18
6 10,8% 90,5% 00:40:43
7 3% 70,6% 00:43:36
8 2,2% 59,5% 00:56:03
9 2% 62,7% 01:17:39
10 3,4% 67,5% 01:24:58
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Os resultados obtidos no Quadro 14 demonstram que 0s testes com apenas um locutor
possuem maior precisdo (WER) do que com vérios locutores, do Quadro 13. Quase todas as
configuracGes possuem um WER inferior a 14%, entretanto apresentaram um alto valor na métrica
SER, isto é, muitas frases geradas com um ou mais erros. 1sso deve-se ao fato de que cada audio de
teste do corpus tem duragdo média de 30 segundos, ou seja, sdo frases extensas. A duragdo total do
treinamento de todas as configuracGes da biblioteca ultrapassou 6 horas, e um dos motivos para isso

também é a duracdo média dos arquivos de teste do corpus.

512 HTK

A biblioteca HTK (Hidden Markov Models Toolkit, em portugués: kit de ferramentas dos
modelos ocultos de Markov) apresentou os piores resultados, pois com qualquer configuragdo e em
qualquer corpus nao foi possivel ter um WER abaixo de 80%. O Quadro 15 apresenta os valores das
métricas de avaliacdo obtidos pela biblioteca no corpus LaPS Benchmark. As especificacbes de
configuracdes de cada ID estdo no APENDICE C. A coluna Tipo representa o nome da classe
utilizada para gerar os valores de saida. O APENDICE E apresenta os valores obtidos pelos demais
tipos utilizados.

Quadro 15 - Configuraces da biblioteca HTK e do corpus LaPS Benchmark

ID Tipo WER SER Duragéo
1 HVite (2-grama) 94,95% 100% 00:05:19
2 HVite (2-grama) 92,18% 100% 00:05:33
3 HVite (2-grama) 93,32% 100% 00:05:25
4 HVite (2-grama) 92,35% 100% 00:05:21
5 HVite (2-grama) 93,49% 100% 00:05:25
6 HVite (2-grama) 95,44% 100% 00:05:21
7 HVite (2-grama) 93,00% 100% 00:05:25
8 HVite (2-grama) 92,83% 100% 00:05:19
9 HVite (2-grama) 92,83% 100% 00:05:18
10 HVite (2-grama) 92,18% 100% 00:05:17

Ao realizar uma comparacdo com os resultados obtidos pela biblioteca CMUSphinx no
mesmo corpus (Quadro 13) pode-se observar que os resultados do Quadro 15 foram insignificantes.
Além disso, ao comparar as frases dos arquivos de teste com as frases geradas pela biblioteca pode-
se notar que todas possuiram um ou mais erros. A dura¢do media de treinamento foi de 5 minutos e
22 segundos para cada configuragdo. O Quadro 16 apresenta os resultados obtidos no corpus

Constituicao Federal.
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Quadro 16 - Configurages da biblioteca HTK e do corpus Constituicdo Federal

ID Tipo WER SER Duracao
1 HVite (2-grama) 91,98% 100% 02:08:11
2 HVite (2-grama) 89,64% 100% 02:12:03
3 HVite (2-grama) 86,17% 100% 02:09:21
4 HVite (2-grama) 86,47% 100% 02:06:09
5 HVite (2-grama) 84,97% 100% 02:06:32
6 HVite (2-grama) 93,85% 100% 01:58:51
7 HVite (2-grama) 88,60% 100% 02:03:42
8 HVite (2-grama) 83,84% 100% 02:08:38
9 HVite (2-grama) 82,47% 100% 02:11:46
10 HVite (2-grama) 84,21% 100% 02:19:31

Os valores obtidos no Quadro 16 apresentaram melhores resultados, porém longe do WER de
14%, que é um dos requisitos desse trabalho. Além disso, todas as frases geradas também possuiram

um ou mais erros. O tempo de treinamento médio foi de 2 horas e 8 minutos para cada configuracao.

5.1.3 Kaldi

O Quadro 17 apresenta os valores obtidos por cada configuracdo da biblioteca Kaldi no corpus
LaPS Benchmark. As especificacdes de configuracdes de cada ID estdo no APENDICE D. Essa
biblioteca também possui diversas classes que sdo utilizadas para gerar os valores de saida, e as
melhores foram representadas na coluna Tipo. O APENDICE F apresenta os valores obtidos pelos

demais tipos utilizados.

Quadro 17 - Configurages da biblioteca Kaldi e do corpus LaPS Benchmark

ID Tipo WER SER Duracéo
1 MLP 5,05% 41,67% 00:49:17
2 RNN 2,61% 21,67% 02:24:06
3 RNN 6,19% 41,67% 14:18:37
4 RNN 8,14% 51,67% 92:54:37
5 N/A N/A N/A N/A

6 tri3b 5,05% 40% 00:23:41
7 mono0a 7,17% 38,33% 00:45:13
8 tril 6,68% 43,33% 00:42:41
9 tril 5,37% 31,67% 00:38:46
10 tril 6,51% 41,67% 00:40:57

De acordo com o Quadro 17 pode-se perceber que o uso de RNAs (Redes Neurais Artificiais)
apresentaram os melhores resultados, entretanto o unico problema é o elevado tempo gasto para o

treinamento. Por isso, a configuracdo de ID 5 ndo foi treinada, pois levaria mais de 100 horas. Os
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melhores resultados obtidos foram utilizando RNN (Recurrent Neural Network, em portugués: rede
neural recorrente) e MLP (Multilayer Perceptron, em portugués: perceptron multicamadas). Além
disso, as classes tri3b e tril também apresentaram bons resultados. O Quadro 18 apresenta 0s

resultados da biblioteca no corpus Constituicao Federal.

Quadro 18 - Configurages da biblioteca Kaldi e do corpus Constitui¢do Federal

ID Tipo WER SER Duracao
1 MLP 1,44% 46,03% 07:45:17
2 RNN 0,98% 41,27% 26:38:27
3 RNN 0,93% 38,89% 166:47:14
4 N/A N/A N/A N/A

5 N/A N/A N/A N/A

6 tri3b 1,48% 46,03% 01:50:37
7 tril 1,61% 49,21% 01:54:36
8 tril 1,34% 38,89% 02:02:11
9 tril 1,75% 46,03% 05:32:35
10 tril 1,80% 48,41% 07:09:14

No Quadro 18 pode-se observar que foram gerados apenas os trés treinamentos para as RNAs,
pois o tempo gasto de treinamento para o ID 3 ultrapassou 150 horas. Por isso, foram selecionadas
apenas trés configuracdes, e ndo quatro como nas outras bibliotecas. O uso de RNN e as classes tri3b

e tril apresentaram os melhores resultados das métricas de avaliacgéo.

5.2 ANALISE DO DESEMPENHO EM DESKTOPS

Os testes foram realizados em apenas um computador desktop, conforme configuragdo ja
destacada no Quadro 12. Esses testes foram realizados sem conex@o com a internet, sem nenhum

software sendo executado em paralelo e utilizando apenas os arquivos de testes dos corpora.

O Quadro 19 apresenta os resultados obtidos no corpus LaPS Benchmark. Para o célculo do
fator XRT (Real Time Factor, em portugués: fator em tempo real) utilizou-se a duracédo total dos
arquivos de teste do corpus, que € 00:04:36 (276 segundos). Além disso, foram colocados os valores

da métrica de avaliacdo WER para facilitar a comparagdo da analise de desempenho.
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Quadro 19 - Desempenho das bibliotecas no corpus LaPS Benchmark

Biblioteca ID | WER Duracéo XRT Processador Memoria
CMUSphinx |2 [9,6% 00:00:11 0,040 Max.: 100,00% | Méx.: 0,50%
Méd.: 97,50% | Méd.: 0,50%
Min.: 86,70% Min.: 0,50%
CMUSphinx |3 [9,1% 00:00:19 0,069 Max.: 106,70%% | Max.: 0,50%
Méd.: 98,09% Méd.: 0,50%
Min.: 87,50% Min.: 0,50%
CMUSphinx |8 [6,7% 00:00:36 0,130 Max.: 106,70% | Méax.: 0,50%
Meéd.: 98,69% Méd.: 0,50%
Min.: 87,50% Min.: 0,50%
CMUSphinx |9 [6,2% 00:01:01 0,221 Max.: 106,70% | Méax.: 0,50%
Méd.: 99,20% Med.: 0,50%
Min.: 93,30% Min.: 0,50%
HTK 2 192,18% 00:02:44 0,594 Max.: 106,70% | Méax.: 0,60%
Méd.: 99,17% Med.: 0,60%
Min.: 87,50% Min.: 0,50%
HTK 4 192,35% 00:02:43 0,590 Max.: 106,70% | Méax.: 0,60%
Méd.: 98,68% Méd.: 0,60%
Min.: 87,50% Min.: 0,50%
HTK 9 192,83% 00:02:44 0,594 Max.: 106,70% | Méax.: 0,60%
Med.: 99,00% Med.: 0,60%
Min.: 87,50% Min.: 0,50%
HTK 10 [92,18% 00:02:41 0,583 Max.: 106,70% | Max.: 0,60%
Méd.: 98,79% | Méd.: 0,60%
Min.: 87,50% Min.: 0,50%
Kaldi 1 |505% 00:02:18 0,500 Max.: 100,00% | Max.: 0,60%
Méd.: 98,26% Med.: 0,43%
Min.: 80,00% Min.: 0,30%
Kaldi 2 12,61% 00:03:31 0,764 Max.: 100,00% | Max.: 0,40%
Méd.: 97,79% Méd.: 0,39%
Min.: 66,70% Min.: 0,20%
Kaldi 6 |505% 00:00:14 0,050 Max.: 100,00% | Max.: 0,20%
Méd.: 91,92% | Méd.: 0,20%
Min.: 80,00% Min.: 0,20%
Kaldi 9 |537% 00:00:19 0,069 Max.: 100,00% | Max.: 0,30%
Méd.: 96,73% Méd.: 0,21%
Min.: 80,00% Min.: 0,20%

Para cada biblioteca foi selecionada a melhor configuracdo. No Quadro 19 pode-se observar
que as bibliotecas CMUSphinx e Kaldi possuiram os melhores resultados, porém a biblioteca Kaldi

%5 O comando “top”, por padrdo, exibe a porcentagem de uma Unica CPU, isto é, em computadores com varios niicleos
pode-se ter porcentagens maiores que 100%.
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se destacou, pois obteve: (i) o menor percentual WER; (ii) a menor média de uso do processador; e

(iii) a menor média de uso de memoria.

O Quadro 20 apresenta os resultados de desempenho obtidos utilizando o corpus Constituicao
Federal. Para o célculo do fator xRT utilizou-se a duragéo total dos arquivos de teste do corpus, que

€ 00:53:06 (3.186 segundos).

Quadro 20 - Desempenho das bibliotecas no corpus Constituicdo Federal

Biblioteca ID | WER Duracéo XRT Processador Memoria
CMUSphinx |3 [3,2% 00:02:29 0,047 Max.: 106,70% | Méx.: 0,50%
Méd.: 99,27% | Méd.: 0,50%
Min.: 86,70% Min.: 0,50%
CMUSphinx |4 |4,6% 00:04:06 0,077 Max.: 106,70% | Méax.: 0,50%
Méd.: 98,35% Méd.: 0,50%
Min.: 87,50% Min.: 0,50%
CMUSphinx |8 [2,2% 00:04:29 0,084 Max.: 106,70% | Max.: 0,50%
Méd.: 99,07% Méd.: 0,50%
Min.: 81,20% Min.: 0,50%
CMUSphinx |9 2% 00:07:45 0,146 Maéx.: 106,70% | Méax.: 0,50%
Méd.: 98,92% Méd.: 0,50%
Min.: 81,20% Min.: 0,50%
HTK 3 186,17% 01:26:02 1,620 Max.: 106,70% | Max.: 0,70%
Méd.: 99,14% Méd.: 0,70%
Min.: 87,50% Min.: 0,50%
HTK 5 184,97% 01:25:52 1,617 Max.: 106,70% | Max.: 0,70%
Méd.: 99,20% Méd.: 0,70%
Min.: 87,50% Min.: 0,50%
HTK 8 183,84% 01:25:58 1,619 Max.: 106,70% | Max.: 0,70%
Méd.: 99,10% Méd.: 0,70%
Min.: 87,50% Min.: 0,50%
HTK 9 |82,47% 01:26:07 1,622 Max.: 113,30% | Max.: 0,70%
Méd.: 98,52% | Méd.: 0,70%
Min.: 75,00% Min.: 0,50%
Kaldi 3 10,93% 02:39:45 3,008 Max.: 100,00% | Max.: 1,00%
Méd.: 98,11% Méd.: 0,95%
Min.: 81,20% Min.: 0,70%
Kaldi 6 |1,48% 00:01:30 0,028 Max.: 100,00% | Max.: 0,30%
Méd.: 94,76% | Méd.: 0,20%
Min.: 40,00% Min.: 0,20%
Kaldi 8 [1,34% 00:01:54 0,036 Méx.: 100,00% | Max.: 0,40%
Méd.: 97,50% Méd.: 0,37%
Min.: 87,50% Min.: 0,30%

Para esse corpus também foi selecionada a melhor configuracdo de cada biblioteca. No

Quadro 20 pode-se observar que as bibliotecas CMUSphinx e Kaldi possuiram os melhores
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resultados. Nesse corpus a biblioteca Kaldi também se destacou, pois obteve: (i) o0 menor percentual
WER; (ii) 0 menor valor XxRT; (iii) a menor média de uso do processador; e (iv) a menor média de

uso de memodria.

De acordo com o Quadro 19 e o Quadro 20, as bibliotecas utilizaram mais recursos de
processamento do que de memoria RAM. Além disso, o uso de RNAs apresentou os melhores
resultados (2,61% corpus LaPS Benchmark e 0,93% corpus Constituicdo Brasileira), entretanto,
requer um grande custo computacional, em alguns casos ultrapassando duas horas de processamento,

comprometendo assim 0 seu uso em dispositivos méveis.

A biblioteca Kaldi se destacou nos dois corpora, entretanto, a implementacéo dessa biblioteca
em dispositivos mdveis ndo obteve sucesso, como ja visto na se¢do 4.4.2 Por isso, optou-se por utilizar
a biblioteca CMUSphinx que, de acordo com o Quadro 19 e o Quadro 20, obteve resultados bem

semelhantes aos da biblioteca Kaldi e um WER inferior a 14%.

5.3 ANALISE DO DESEMPENHO EM DISPOSITIVOS MOVEIS

Para os testes em dispositivos moéveis utilizou-se a biblioteca CMUSphinx. Os testes foram
realizados em 11 dispositivos, com diferentes versdes de Android (superiores a 4.1) e com diferentes
configuracGes de hardware. Em cada dispositivo foi solicitado para: (i) desativar qualquer forma de
conexdo com a internet (wi-fi, dados moveis); (ii) retirar o celular da fonte de alimentacao, se 0 mesmo
estivesse; (iii) verificar se o dispositivo tinha no minimo 30% de bateria; e (iv) fechar todos os

aplicativos abertos.

Todos os dispositivos moveis testados possuiram um baixo uso de processador inicial e
memo©ria suficiente para realizar os testes. O Quadro 21 apresenta as configuracdes dos dispositivos
moveis utilizados nos testes. A coluna ID é um identificador do dispositivo movel e servira como

referéncia para os resultados do Quadro 22 e do Quadro 23.

Quadro 21 - Configuracédo dos dispositivos moveis utilizados nos testes

ID | Dispositivo Android Configuracéo de hardware

1 |Samsung SM-T110 4.4.2 Processador: Dual-Core de 1.2 GHz
Memoria RAM: 1 GB

2 | Samsung SM-J200BT 51.1 Processador: Quad-Core de 1.3 GHz
Memoria RAM: 1 GB

3 | Quantum Quantum Fly 6.0 Processador: Deca-Core de 2.1 GHz
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Memoéria RAM: 3 GB

4 | Samsung SM-J500M 6.0.1 Processador: Quad-Core de 1.2 GHz
Memoria RAM: 1,5 GB

5 |LGE LG-M700 7.1.1 Processador: Octa-Core de 1.4 GHz
Memoéria RAM: 2 GB

6 | Xiaomi Redmi 4X 7.1.2 Processador: Quad-Core de 1.4 GHz
Memoéria RAM: 3 GB

7 | Motorola Moto Z (2) 8.0.0 Processador: Octa-Core de 2.35 GHz
Memoéria RAM: 6 GB

8 | Motorola XT1635-02 8.0.0 Processador: Octa-Core de 2 GHz
Memoria RAM: 3 GB

9 | Motorola Moto G (5S) 8.1.0 Processador: Octa-Core de 1.4 GHz
Memoria RAM: 2 GB

10 | Samsung SM-J610G 8.1.0 Processador: Quad-Core de 1.4 GHz
Memoria RAM: 3 GB

11 | Xiaomi Mi A2 9.0.0 Processador: Octa-Core de 2.2 GHz
Memoria RAM: 4 GB

O Quadro 22 apresenta os resultados obtidos durante a execucao do corpus LaPS Benchmark
nos dispositivos moveis. Foram executados todos os arquivos de testes do corpus, com duracao de
00:04:36 (276 segundos).

Quadro 22 - Desempenho do corpus LaPS Benchmark em dispositivos méveis

ID | Duracéao XRT Bateria Processador Memoria
1 |01:53:27 24,66 0% Max.: 46% Max.: 18,05 MB
Méd.: 32% Méd.: 17,49 MB
Min.: 25% Min.: 17,07 MB
2 |00:01:11 0,257 0% Méx.: 35% Méx.: 27,41 MB
Méd.: 25% Méd.: 27,22 MB
Min.: 22% Min.: 27,04 MB
3 100:00:41 0,149 0% Max.: 49% Max.: 81,31 MB
Méd.: 45% Méd.: 67,32 MB
Min.: 47% Min.: 64,63 MB
4 100:00:46 0,167 1% Méx.: 25% Méx.: 42,13 MB
Méd.: 25% Méd.: 41,45 MB
Min.: 25% Min.: 40,93 MB
5 |00:00:36 0,130 0% Méx.: 25% Méx.: 63,17 MB
Meéd.: 21% Med.: 63,05 MB
Min.: 20% Min.: 62,93 MB
6 |00:00:34 0,123 0% Max.: 30% Max.: 50,62 MB
Méd.: 25% Méd.: 50,43 MB
Min.: 22% Min.: 50,27 MB
7 100:00:28 0,101 0% Méx.: 11% Méx.: 22,17 MB
Méd.: 6% Med.: 21,98 MB
Min.: 3% Min.: 21,82 MB
8 100:00:27 0,978 0% Max.: 2% Max.: 53,57 MB
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Méd.: 1% Méd.: 53,39 MB
Min.: 1% Min.: 53,29 MB
9 100:00:43 0,156 0% Max.: 33% Max.: 49,34 MB
Méd.: 27% Méd.: 43,81 MB
Min.: 22% Min.: 41,90 MB
10 [ 00:00:43 0,156 0% Max.: 4% Max.: 31,22 MB
Méd.: 3% Méd.: 30,96 MB
Min.: 3% Min.: 30,71 MB
11 [00:00:10 0,036 0% Max.: 12% Max.: 27,40 MB
Méd.: 12% Méd.: 27,30 MB
Min.: 12% Min.: 27,21 MB

Com base no Quadro 22 pode-se perceber que em todos os dispositivos 0 uso médio de
memoria foi abaixo de 70 MB e o0 uso médio de processador foi abaixo de 50%. Pode-se observar
também que o processamento dos arquivos de teste pela biblioteca ndo consome recursos da bateria

do dispositivo.

Ja o Quadro 23 apresenta os resultados obtidos durante a execucdo do corpus Constituicao
Federal. Na secdo 4.4.2 foi descrito que para esse corpus foram utilizados apenas 30 arquivos de

testes, com duragdo de 00:12:32 (752 segundos), alterando o calculo do fator xRT.

Quadro 23 - Desempenho do corpus Constituicdo Federal em dispositivos méveis

ID | Duracéo XRT Bateria Processador Memodria
1 [02:44:02 13,08 1% Méx.: 49% Méx.: 22,46 MB
Méd.: 33% Méd.: 21,52 MB
Min.: 24% Min.: 20,47 MB
2 |00:04:51 0,387 1% Max.: 25% Max.: 36,86 MB
Méd.: 20% Méd.: 32,97 MB
Min.: 23% Min.: 28,13 MB
3 |00:02:55 0,233 1% Méx.: 47% Méx.: 81,13 MB
Méd.: 46% Méd.: 74,97 MB
Min.: 44% Min.: 68,83 MB
4 100:05:05 0,406 0% Méx.: 25% Méx.: 42,53 MB
Méd.: 24% Méd.: 38,31 MB
Min.: 24% Min.: 35,06 MB
5 100:02:11 0,174 1% Max.: 39% Max.: 65,42 MB
Méd.: 36% Méd.: 59,80 MB
Min.: 31% Min.: 56,02 MB
6 |00:04:00 0,319 1% Méx.: 35% Méx.: 53,69 MB
Méd.: 25% Méd.: 51,55 MB
Min.: 16% Min.: 48,61 MB
7 100:00:28 0,037 0% Max.: 22% Max.: 26,67 MB
Méd.: 22% Méd.: 26,67 MB
Min.: 22% Min.: 26,67 MB
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8 [00:01:36 0,128 1% Max.: 11% Max.: 55,52 MB
Méd.: 9% Méd.: 55,47 MB
Min.: 5% Min.: 55,45 MB
9 |00:01:58 0,157 1% Max.: 28% Max.: 53,10 MB
Méd.: 28% Méd.: 53,04 MB
Min.: 28% Min.: 52,95 MB
10 |00:02:17 0,182 0% Max.: 20% Max.: 33,36 MB
Méd.: 20% Méd.: 33,28 MB
Min.: 20% Min.: 33,21 MB
11 [ 00:00:32 0,043 0% Max.: 4% Max.: 30,51 MB
Méd.: 4% Méd.: 30,51 MB
Min.: 4% Min.: 30,51 MB

De acordo com o Quadro 23 também pode-se perceber que em todos os dispositivos: (i) 0 uso

médio de memdria foi abaixo de 80 MB; (ii) 0 uso médio de processador foi abaixo de 50%; e (iii) 0

processamento dos arquivos de teste ndo consumiu recursos da bateria dos dispositivos.

Haja visto que o valor do XRT é composto pelo tempo de processamento, desenvolveu-se o

Quadro 24 que apresenta um comparativo entre a relagéo do processador utilizado com o valor XRT

obtido para cada corpus. Esse quadro foi desenvolvido com base nas configurac6es de hardware dos

dispositivos (Quadro 21) e com base nos valores do XxRT do Quadro 22 e do Quadro 23.

Quadro 24 - Comparativo entre processador e valor xRT

Processador XRT LaPS Benchmak XRT Constituicdo Federal
Dual-Core de 1.2 GHz 24,66 13,08
Quad-Core de 1.2 GHz 0,167 0,406
Quad-Core de 1.3 GHz 0,257 0,387
Quad-Core de 1.4 GHz 0,123 0,319
Quad-Core de 1.4 GHz 0,156 0,182
Octa-Core de 1.4 GHz 0,130 0,174
Octa-Core de 1.4 GHz 0,156 0,157
Octa-Core de 2 GHz 0,978 0,128
Octa-Core de 2.2 GHz 0,036 0,043
Octa-Core de 2.35 GHz 0,101 0,037
Deca-Core de 2.1 GHz 0,149 0,233

Com base no Quadro 24, pode-se observar que os valores do XRT sdo baixos em quase todos

0s processadores, isto €, praticamente todos possuiram valores abaixo de 1. Entretando, o tempo para

processamento de cada audio dos corpora de testes em um processador “Dual-Core de 1.2 GHz” foi

alto, pois esse processador € antigo e possui somente dois nucleos com apenas 1.2 GHz cada.
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5.4 CONSIDERACOES

Nesse capitulo foram apresentados e discutidos os resultados da analise de desempenho do
reconhecimento de voz proposto em dispositivos moveis. Para isso foram selecionadas as
configuracGes de treinamento que apresentaram as melhores métricas de avaliagcdo, porém algumas
configuracGes ndo foram treinadas. Os motivos para isso foram discutidos, destacando-se o tempo

elevado para gerar o treinamento nessas configuragdes.

A versdo para desktop foi atil para encontrar a biblioteca que apresentou o melhor
desempenho, porém a mesma ndo pode ser implementada em dispositivos méveis. A solucdo para
esse problema foi a substituicdo da biblioteca Kaldi pela CMUSphinx, visto que as duas apresentaram

resultados muito proximos.

Os resultados obtidos na anélise de desempenho da versao desktop demonstraram que 0 uso
de RNAs, no reconhecimento de voz coninuo, requer um grande custo computacional, em
contrapartida apresentaram os melhores resultados. O melhor custo-beneficio entre precisdo e

desempenho foram obtidos por meio do uso de HMMs.

Os testes foram realizados em diversos dispositivos moéveis, e com isso pode-se observar que
em todas as versdes do Android testadas a biblioteca realizou com éxito o reconhecimento off-line de
voz continuo. Vale destacar que as versdes mais recentes do Android realizaram o processamento dos
arquivos de testes em tempo real, devido as modernas configuracdes de hardware dos dispositivos

moveis.

Foram realizados experimentos com dois corpora de voz, um com varios locutores e 0 outro
com apenas um locutor. O corpus com apenas um locutor apresentou os melhores resultados para a
taxa WER. Sendo assim, pode-se confirmar que realmente a presenca de diversos locutores é um fator

de complexidade do reconhecimento de voz continuo.
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6 CONCLUSOES

Essa pesquisa teve como objetivo principal o desenvolvimento do reconhecimento off-line de
voz continuo do portugués brasileiro e a analise do seu desempenho em diversos dispositivos moveis
com o sistema operacional Android. Visando atender esse objetivo, foram definidos quatro objetivos

especificos.

Por meio de uma revisdo sistematica da literatura, que compds o estado da arte, foram
levantadas as principais técnicas de extracdo de caracteristicas do sinal do audio e de implementacéo
dos modelos acustico e de linguagem, que séo utilizadas no reconhecimento de voz continuo. Desse
modo atendeu-se totalmente o objetivo especifico 1. Realizou-se um estudo teérico sobre essas
técnicas para identificar caracteristicas importantes para o desenvolvimento do reconhecimento de
voz proposto. Além disso, por meio da leitura dos artigos também foram selecionadas as bibliotecas
mais utilizadas para auxiliar na implementacdo do reconhecimento de voz continuo, tais como
CMUSphinx, Kaldi e HTK.

O objetivo especifico 2 tratou de encontrar as melhores configuracdes de treinamento das
bibliotecas para obter o melhor custo-beneficio entre desempenho e precisdo. Para atender esse
objetivo foram criados 30 arquivos de configuracdes diferentes. Esses arquivos foram executados
para os dois corpora utilizados no trabalho, e para cada um foram obtidas as métricas de avaliacdo. A
biblioteca Kaldi apresentou trés configuracdes que demandaram um tempo maior de treinamento, e

por esse motivo foram omitidas dos resultados. Por isso, esse objetivo foi parcialmente atendido.

As melhores configuracdes foram selecionadas com base nos valores das métricas de
avaliacdo WER (Word Error Rate, em portugués: taxa de erro de palavras) obtidos nos treinamentos,
atendendo assim ao objetivo especifico 4. Essas configuracdes foram utilizadas na versdo desktop
visando encontrar a biblioteca que possuia 0os melhores resultados de desempenho nos testes
realizados em um computador desktop. A biblioteca Kaldi apresentou os melhores resultados, porem
néo foi possivel implementa-la nos dispositivos moveis devido a restri¢cdes de permissionamento. Por
esse motivo utilizou-se a biblioteca CMUSphinx que obteve resultados semelhantes ao Kaldi. A
biblioteca HTK apresentou os piores resultados, pois o menor valor WER obtido foi maior que 80%,

sendo muito maior que 0 WER maximo desejdo de 14% deste trabalho.
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A biblioteca CMUSphinx foi executada nos dispositivos méveis por meio de um aplicativo.
Buscando atender ao objetivo especifico 3 foram adicionados, nesse aplicativo, métodos responsaveis
por capturar o uso do processador, da memdria e da bateria enquanto os arquivos de testes dos corpora
eram executados. Os testes de desempenho foram realizados em diversos dispositivos moéveis, com
diferentes versdes de Android e de hardware. Esses testes demonstraram que em configuracdes de
hardware com maiores recursos computacionais é possivel aplicar essa biblioteca em aplicativos para
reconhecimento off-line de voz continuo em tempo real. Ja nas configuracbes de hardware com
recursos computacionais limitados somente é possivel aplicar essa biblioteca em aplicativos que
realizam transcri¢des de &udio de entrevistas, por exemplo. Todos os testes foram realizados sem
conexdo com a internet, buscando comprovar que este reconhecimento de voz continuo desenvolvido

funciona com éxito em ambientes que ndo possuem internet.

Os resultados desses testes foram responsaveis por atender de maneira positiva a hipétese da
pesquisa de que “é possivel aplicar as técnicas mais utilizadas nos dispositivos méveis”, pois a
biblioteca CMUSphinx executou com éxito as teécnicas HMM (Hidden Markov Models, em
portugués: modelos ocultos de Markov) e n-grama nos dispositivos moveis. Além disso, o estado da
arte também destacou o uso das RNA (Redes Neurais Artificiais), que possuiram os melhores
resultados das métricas de avaliacdo, destacando os resultados obtidos pelas RNN (Recurrent Neural
Network, em portugués: rede neural recorrente). Entretanto, resultou num elevado custo

computacional para processar os audios de teste dos corpora.

A hipotese de que “é possivel ter um WER abaixo de 14% para o reconhecimento de voz do
portugués brasileiro ao utilizar as técnicas que funcionam corretamente em dispositivos mdveis”
também foi atendida de maneira positiva, visto que o valor da taxa WER das melhores configuragdes
da biblioteca CMUSphinx utilizadas no aplicativo foi de: (i) 9,6% para o corpus LaPS Benchmark; e

(i) 3,2% para o corpus Constituicdo Federal.

6.1 CONTRIBUICOES

A principal contribui¢do dessa pesquisa foi o desenvolvimento do reconhecimento off-line de
voz continuo para o portugués brasileiro e sua implementacdo em computadores desktop e em
dispositivos méveis. Esse reconhecimento de voz desenvolvido podera ser utilizado em softwares e

aplicativos: (i) que auxiliam na comunicacdo de pessoas com deficiéncia; (ii) empresariais que
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agilizam o trabalho dos funcionarios; e (iii) que necessitam desta fungdo em areas sem conexdo com

a internet.

Outra contribuicdo relevante dessa pesquisa foi o desenvolvimento de uma ferramenta para a
preparacdo dos modelos acusticos do portugués brasileiro para as bibliotecas CMUSphinx, HTK
(Hidden Markov Models Toolkit, em portugués: kit de ferramentas dos modelos ocultos de Markov)
e Kaldi. Inicialmente foram utilizados os corpora LaPS Benchmark e Constituicdo Federal, porém é

possivel preparar os modelos acusticos para qualquer corpus de voz.

Além disso, pode-se destacar outras contribuicdes do trabalho: (i) levantamento, por meio de
uma revisdo sistemética da literatura, das principais técnicas e bibliotecas utilizadas no
reconhecimento de voz continuo; (ii) comparativo entre as configuragdes de treinamento para cada
biblioteca visando a melhor métrica de avaliacdo; (iii) analise de desempenho das bibliotecas em um
computador desktop; e (iii) analise de desempenho da biblioteca CMUSphinx em diversos

dispositivos moveis.

Durante o desenvolvimento dessa pesquisa foram publicados artigos que estdo relacionados

ao tema do projeto. O Quadro 25 apresenta os trés artigos que foram aceitos para publicacéo.

Quadro 25 - Artigos aceitos para publicacédo

Tipo Qualis | Ano | Autores Titulo Evento
Resumo |B2 2017 | Lucas Debatin; O Problema do XX Simpdosio
Expandido Aluizio Reconhecimento de Voz | Brasileiro de
Haendchen Filho; | Offline em Dispositivos Sistemas
Rudimar L. S. Maoveis: em Busca de uma | Multimidia e Web
Dazzi Abordagem Racional
Artigo B2 2018 | Lucas Debatin; Offline Speech XX International
Completo Aluizio Recognition Development: | Conference on
Haendchen Filho; | A Systematic Review of the | Enterprise
Rudimar L. S. Literature Information Systems
Dazzi
Resumo |B4 2019 | Lucas Debatin; Reconhecimento Off-line | X Computer on the
Expandido Aluizio de Voz Continuo para Beach
Haendchen Filho; | Dispositivos Moveis: Uma
Rudimar L. S. Analise Comparativa de
Dazzi Métricas de Avaliacdo
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6.2 TRABALHOS FUTUROS

Ao longo do desenvolvimento deste trabalho, puderam ser identificadas algumas
possibilidades de melhoria e de continuacdo a partir de futuras pesquisas, as quais incluem:

e A criacdo de um novo corpus de voz com varios locutores, para o portugués brasileiro e
com no minimo dez horas de duracdo, a fim de se obter resultados de desempenho

fidedignos a um cenario real de aplicacdo, isto &, sem um vocabulério restrito;

e A implementacdo da biblioteca Kaldi em dispositivos moveis sem a necessidade de
permissao de ‘“‘superusudrio”, para isso serdo necessarios compilar os arquivos da

biblioteca de outra maneira;

e A reducdo do custo computacional (processamento) exigido pelas RNAs que realizam o
reconhecimento de voz continuo para serem aplicadas nos dispositivos moéveis. Para isso

sera necessario encontrar e implementar RNAs que possuam um bom desempenho;

e A anélise de desempenho do reconhecimento off-line de voz continuo em dispositivos
madveis com o sistema operacional 10S. Para isso, seré possivel utilizar a mesma biblioteca

utilizada no Android;

e A comparacdo das métricas de avaliacdo do reconhecimento off-line de voz continuo
desenvolvido com as APIs existentes no mercado. Para isso serd necessario instalar as

APIs de reconhecimento de voz continuo e executar os arquivos de teste dos corpora;

e O teste do reconhecimento off-line de voz continuo em sistemas embarcados, a fim de

obter o desempenho em situacGes com recursos de processamento e memoria limitados.
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Decodificador
Dicionario fonético
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Modelo acustico

Modelo de linguagem
Retropropagacao
Supervisionado

Voz
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Plural de corpus.
Um conjunto de documentos ou dados sobre determinado assunto.

Localiza a melhor sequéncia de palavras num conjunto de hipdteses
possiveis dada a representacdo de caracteristicas do sinal de voz.

Lista de palavras possiveis de reconhecer com suas respectivas pronuncias
expressas em uma sequéncia de fonemas.

Unidades sonoras mais simples da lingua, e divide-se em vogais,
semivogais e consoantes.

Componente do sistema de reconhecimento de fala responsavel por
definir, a partir das caracteristicas extraidas do audio de entrada, a
sequéncia mais provavel de palavras ou fonemas.

Responsavel por caracterizar o idioma e condicionar a combinacéo de
palavras descartando frases que sdo gramaticalmente incorretas.

Algoritmo de aprendizado da RNA que consiste em iniciar na camada de
saida e propagar o erro retroativamente atraves das camadas ocultas.

Esse tipo de treinamento tenta aprender a classificar os dados de
treinamento que ja foram classificados manualmente pelos humanos.

Som ou conjunto de sons produzidos pelas cordas vocais, e sdo
responsaveis pela comunicacgdo entre os seres humanos.
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APENDICE B — CONFIGURACOES DA BIBLIOTECA
CMUSPHINX

O quadro abaixo apresenta as alteragOes realizadas na configuragdo padréo, gerando a
configuracéo de ID 1 para a biblioteca CMUSphinx.

$CFG_VERBOSE = 1;
$CFG_NUM FILT = 8;
$CFG_LO_FILT = 26;
$CFG_HI FILT = 1360;

SCFG_LIFTER = "4";
SCFG_AGC = 'none';
$SCFG_DIAGFULL = 'no';

SCFG_VTLN START = 0.16;
$CFG_VTLN END = 0.28;
$CFG_VTLN STEP = 0.01;

$CFG_LANGUAGEWEIGHT = "2.3";
$CFG_WORDPENALTY = "0.04";
$CFG_MMIE_MAX_ITERATIONS = 1;
SCFG_MMIE TYPE = "rand";
$SCFG_MMIE CONSTE = "0.6";
$CFG_STATESPERHMM = 3;
$CFG_SKIPSTATE = 'no';
$CFG_FINAL_NUM_DENSITIES = 2;
$CFG_FALIGN CI MGAU = 'no';
$SCFG CI MGAU = 'no';

$CFG_N TIED STATES = 40;
$CFG_LDA DIMENSION = 5;
$CFG_CONVERGENCE_RATIO = 0.02;
SCFG_G2P_MODEL= 'no';
$DEC_CFG_VERBOSE = 1;
$DEC_CFG_LANGUAGEWEIGHT = "10";
$DEC_CFG_WORDPENALTY = "0.04";
$DEC_CFG_NPART = 1;

$CFG DONE = 1;

O quadro abaixo apresenta as alteracOes realizadas na configuracdo padrdo, gerando a

configuracéo de ID 2 para a biblioteca CMUSphinx.

$CFG_VERBOSE = 1;
$CFG_NUM FILT = 24;
$CFG _LO FILT = 78;
$CFG_HI FILT = 4080;

SCFG_LIFTER = "13";
SCFG_AGC = 'none';
SCFG_DIAGFULL = 'no';

SCFG_VTLN START = 0.48;
$SCFG_VTLN END = 0.84;
$CFG_VTLN STEP = 0.03;
$CFG_LANGUAGEWEIGHT = "6.9";
$SCFG_WORDPENALTY = "0.12";
$SCFG MMIE MAX ITERATIONS = 3;
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$CFG_MMIE TYPE = "rand";
$CFG_MMIE CONSTE = "1.8";
$CFG_STATESPERHMM = 3;

$CFG_SKIPSTATE = 'no';
$SCFG_FINAL NUM DENSITIES = 4;
$CFG_FALIGN CI MGAU = 'no';
$CFG_CI_MGAU = 'no';
$CFG_N_TIED STATES = 120;
$CFG_LDA_DIMENSION = 17;
$CFG_CONVERGENCE RATIO = 0.06;

$CFG_G2P_MODEL= 'no';
$DEC_CFG_VERBOSE = 1;
$DEC_CFG_LANGUAGEWEIGHT = "10";
$DEC_CFG_WORDPENALTY = "0.12";
$DEC_CFG_NPART = 1;

$CFG DONE = 1;

O quadro abaixo apresenta as alteracfes realizadas na

configuracéo de 1D 3 para a biblioteca CMUSphinx.

configuracdo padrdo, gerando a

$CFG_VERBOSE = 1;

$CFG_NUM FILT = 40;
$CFG_LO_FILT = 130;

$CFG_HI FILT = 6800;
$CFG_LIFTER = "22";

SCFG_AGC = 'none';

$CFG _DIAGFULL = 'no';
$CFG_VTLN START = 0.80;
$CFG_VTLN END = 1.40;
$CFG_VTLN_ STEP = 0.05;
$CFG_LANGUAGEWEIGHT = "11.5";
$CFG_WORDPENALTY = "0.2";
$CFG_MMIE MAX ITERATIONS =
SCFG_MMIE TYPE = "rand";
$CFG_MMIE CONSTE = "3.0";
$CFG_STATESPERHMM = 3;
$CFG_SKIPSTATE = 'no';
$CFG_FINAL NUM DENSITIES
$CFG_FALIGN CI MGAU = 'no';
$SCFG CI MGAU = 'no';

$CFG N TIED STATES = 200;
$CFG_LDA DIMENSION = 29;
$CFG_CONVERGENCE RATIO =
$CFG_G2P_MODEL= 'no';
$DEC_CFG_VERBOSE = 1;
$DEC_CFG_LANGUAGEWEIGHT = "10";
$DEC_CFG_WORDPENALTY = "0.2";
$DEC_CFG_NPART = 1;

$CFG DONE = 1;

5;

Il
00
~.

0.1;

O quadro abaixo apresenta as alteragOes realizadas na

configuracéo de 1D 4 para a biblioteca CMUSphinx.

configuracdo padrdo, gerando a

$CFG_VERBOSE =
$CFG _NUM FILT =

2;
56;
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$CFG_LO FILT = 182;
$CFG_HI FILT = 8000;
$CFG_LIFTER = "30";
SCFG_AGC = 'none';
$CFG_DIAGFULL = 'no';
$CFG_VTLN START = 1.12;
$CFG_VTLN END = 1.96;
$CFG_VTLN STEP = 0.07;

$CFG_LANGUAGEWEIGHT = "lo6.1";
$CFG_WORDPENALTY = "0.28";
$CFG_MMIE MAX ITERATIONS
$CFG_MMIE TYPE = "rand";
$SCFG_MMIE CONSTE = "4.2";
$CFG_STATESPERHMM = 4;
$CFG_SKIPSTATE = 'no';
$CFG_FINAL_NUM_DENSITIES =
$CFG_FALIGN CI MGAU = 'no';
$SCFG _CI MGAU = 'no';
$SCFG_N TIED STATES = 280;
$CFG_LDA DIMENSION = 40;
$CFG_CONVERGENCE_RATIO =
$CFG_G2P_MODEL= 'no';
$DEC_CFG_VERBOSE = 2;
$DEC_CFG_LANGUAGEWEIGHT = "14";
$DEC_CFG_WORDPENALTY = "0.28";
$DEC_CFG_NPART = 2;

$CFG DONE = 2;

7

12;

0.14;

O quadro abaixo apresenta as alteracfes realizadas na

configuracédo de ID 5 para a biblioteca CMUSphinx.

configuracdo padrdo, gerando a

$CFG_VERBOSE = 3;

$CFG_NUM FILT = 72;
$CFG_LO_FILT = 234;

$CFG_HI FILT = 8000;
SCFG_LIFTER = "39";

SCFG_AGC = 'none';
$SCFG_DIAGFULL = 'no';
$CFG_VTLN_ START = 1.44;
$CFG_VTLN END = 2.52;
$CFG_VTLN STEP = 0.09;
SCFG_LANGUAGEWEIGHT = "20.7";
SCFG_WORDPENALTY = "0.36";
$CFG_MMIE MAX ITERATIONS =
$CFG_MMIE TYPE = "rand";
$CFG_MMIE CONSTE = "5.4";
SCFG_STATESPERHMM = 5;
SCFG_SKIPSTATE = 'no';
SCFG_FINAL NUM DENSITIES
$CFG_FALIGN CI MGAU = 'no';
$SCFG_CI_MGAU = 'no';

$CFG N TIED STATES = 360;
$CFG_LDA DIMENSION = 52;
$CFG_CONVERGENCE RATIO =
$CFG_G2P _MODEL= 'no';
$DEC_CFG VERBOSE = 3;
SDEC CFG LANGUAGEWEIGHT = "18";

9;

14;

0.18;
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$SDEC_CFG_WORDPENALTY = "0.36";
$DEC_CFG_NPART = 3;
$CFG_DONE = 3;

O quadro abaixo apresenta as alteracfes realizadas na configuracdo padrdo, gerando a

configuracéo de ID 6 para a biblioteca CMUSphinx.

$CFG_VERBOSE = 1;
$CFG_NUM_FILT = 8;
$CFG_LO_FILT = 26;
$CFG _HI FILT = 1360;
$CFG_LIFTER = "4";
$CFG_AGC = 'max';
SCFG_DIAGFULL = 'yes';
$CFG_VTLN START = 0.16;
$CFG_VTLN END = 0.28;
$CFG_VTLN STEP = 0.01;

$CFG_LANGUAGEWEIGHT = "2.3";
$CFG_WORDPENALTY = "0.04";
$CFG_MMIE MAX ITERATIONS = 1;
$CFG_MMIE TYPE = "best";
$CFG_MMIE CONSTE = "0.6";
$CFG_STATESPERHMM = 3;
SCFG_SKIPSTATE = 'yes';
$CFG_FINAL NUM DENSITIES = 2;
$CFG_FALIGN CI MGAU = 'yes';
$CFG_CI MGAU = 'yes';

$CFG_N TIED STATES = 40;
$CFG_LDA DIMENSION = 5;
$CFG_CONVERGENCE RATIO = 0.02;
$CFG_G2P MODEL= 'yes';
$DEC_CFG_VERBOSE = 1;
$DEC_CFG_LANGUAGEWEIGHT = "10";
$DEC_CFG_WORDPENALTY = "0.04";
$DEC_CFG NPART = 1;

$CFG DONE = 1;

O quadro abaixo apresenta as alteracOes realizadas na configuragdo padréo, gerando a
configuracéo de ID 7 para a biblioteca CMUSphinx.

$CFG_VERBOSE = 1;

$CFG_NUM FILT = 24;
$CFG_LO_FILT = 78;

$CFG_HI FILT = 4080;
$CFG_LIFTER = "13";

SCFG_AGC = 'max';

$CFG _DIAGFULL = 'yes';

$CFG _VTLN START = 0.48;
$CFG_VTLN END = 0.84;
$CFG_VTLN STEP = 0.03;
$CFG_LANGUAGEWEIGHT = "6.9";
$CFG_WORDPENALTY = "0.12";
$CFG_MMIE MAX ITERATIONS = 3;
$CFG_MMIE TYPE = "best";
$CFG MMIE CONSTE = "1.8";
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SCFG_STATESPERHMM = 3;

$CFG_SKIPSTATE = 'yes';
$CFG_FINAL NUM DENSITIES = 4;
$CFG_FALIGN CI MGAU = 'yes';
SCFG _CI MGAU = 'yes';

$CFG N TIED STATES = 120;
$CFG_LDA DIMENSION = 17;
$CFG_CONVERGENCE RATIO = 0.06;
$CFG_G2P_MODEL= 'yes';
$DEC_CFG_VERBOSE = 1;
$DEC_CFG_LANGUAGEWEIGHT = "10";
$DEC_CFG_WORDPENALTY = "0.12";
$DEC_CFG_NPART = 1;

$CFG DONE = 1;

O quadro abaixo apresenta as alteragdes realizadas na configuragdo padréo, gerando a
configuracéo de 1D 8 para a biblioteca CMUSphinx.

$CFG_VERBOSE = 1;
$CFG_NUM_FILT = 40;
$CFG_LO_FILT = 130;

$CFG_HI FILT = 6800;
SCFG_LIFTER = "22";
SCFG_AGC = 'max';
SCFG_DIAGFULL = 'yes';

$CFG_VTLN START = 0.80;
$CFG_VTLN END = 1.40;
$CFG_VTLN STEP = 0.05;
$CFG_LANGUAGEWEIGHT = "11.5";
$CFG_WORDPENALTY = "0.2";
$CFG_MMIE MAX ITERATIONS
$CFG_MMIE TYPE = "best";
$CFG_MMIE CONSTE = "3.0";
$CFG_STATESPERHMM = 3;
SCFG_SKIPSTATE = 'yes';
$CFG_FINAL NUM DENSITIES = 8;
$CFG_FALIGN CI MGAU = 'yes';
$CFG_CI MGAU = 'yes';
$CFG_N_TIED STATES = 200;
$CFG_LDA DIMENSION = 29;
$CFG_CONVERGENCE RATIO = 0.1;
$CFG_G2P _MODEL= 'yes';
$DEC_CFG_VERBOSE = 1;
$DEC_CFG_LANGUAGEWEIGHT = "10";
$DEC_CFG_WORDPENALTY = "0.2";
$DEC_CFG_NPART = 1;

$CFG DONE = 1;

5;

O quadro abaixo apresenta as alteragOes realizadas na configuragédo padrdo, gerando a

configuracédo de 1D 9 para a biblioteca CMUSphinx.

$CFG_VERBOSE = 2;

$CFG_NUM FILT = 56;
$CFG LO FILT = 182;
$CFG HI FILT = 8000;
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$CFG _LIFTER = "3
$CFG_AGC = 'max'
$CFG_DIAGFULL =
$CFG_VTLN_ START
$CFG_VTLN END =
$CFG_VTLN STEP =

Oll;
lyesl;
=1.12;
1.96;
0.07;

$CFG_LANGUAGEWEIGHT = "16.1";
$CFG_WORDPENALTY = "0.28";
$CFG_MMIE MAX ITERATIONS = 7;
$CFG MMIE TYPE = "best";
$CFG_MMIE CONSTE = "4.2";
$CFG_STATESPERHMM = 4;
$CFG_SKIPSTATE = 'yes';
$CFG_FINAL NUM DENSITIES = 12;
$CFG_FALIGN CI MGAU = 'yes';
$CFG_CI MGAU = 'yes';
$CFG_N TIED STATES = 280;
$CFG_LDA DIMENSION = 40;
$CFG_CONVERGENCE RATIO = 0.14;
$CFG_G2P _MODEL= 'yes';
$DEC_CFG_VERBOSE = 2;
$DEC_CFG_LANGUAGEWEIGHT = "14";
$DEC_CFG_WORDPENALTY = "0.28";
$DEC_CFG_NPART = 2;

$CFG_DONE = 2;

O quadro abaixo apresenta as alteragOes realizadas na configuragdo padréo, gerando a
configuracdo de ID 10 para a biblioteca CMUSphinx.

$CFG_VERBOSE = 3;
$CFG_NUM FILT = 72;
$CFG_LO FILT = 234;
$SCFG_HI FILT = 8000;
$CFG_LIFTER = "39";
SCFG_AGC = 'max';
$SCFG_DIAGFULL = 'yes';
$CFG_VTLN START = 1.44;
$CFG_VTLN END = 2.52;
$CFG_VTLN STEP = 0.09;

SCFG_LANGUAGEWEIGHT = "20.7";
SCFG_WORDPENALTY = "0.36";
$CFG_MMIE MAX ITERATIONS = 9;
$CFG_MMIE TYPE = "best";
SCFG_MMIE CONSTE = "5.4";
SCFG_STATESPERHMM = 5;
SCFG_SKIPSTATE = 'yes';
SCFG_FINAL NUM DENSITIES = 14;
$CFG_FALIGN CI MGAU = 'yes';
SCFG_CI MGAU = 'yes';

$CFG N TIED STATES = 360;
$CFG_LDA DIMENSION = 52;
$CFG_CONVERGENCE_RATIO = 0.18;
$CFG_G2P _MODEL= 'yes';
$DEC_CFG_VERBOSE = 3;
$DEC_CFG_LANGUAGEWEIGHT = "18";
$DEC_CFG_WORDPENALTY = "0.36";
$DEC_CFG NPART = 3;
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[$CFG DONE = 3;
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APENDICE C — CONFIGURACOES DA BIBLIOTECA HTK

O quadro abaixo apresenta as alteracfes realizadas na configuracdo padrdo, gerando a

configuracédo de ID 1 para a biblioteca HTK.

HCompV -C confs/hcomp.conf -f 0.002 -m -S mfc train.list -M hmmsO
hmmsO/proto.hmm

HERest -I phonesO.mlf -t 50.0 30.0 200 -S mfc train.list -H hmmsO/macros -H
hmmsO/hmmdefs -M hmmsl hmmlist.txt

HERest -I phonesO.mlf -t 50.0 30.0 200 -S mfc train.list -H hmmsl/macros -H
hmmsl/hmmdefs -M hmms2 hmmlist.txt

HERest -I phonesO.mlf -t 50.0 30.0 200 -S mfc train.list -H hmms2/macros -H
hmms2/hmmdefs -M hmms3 hmmlist.txt

HERest -I phonesp.mlf -t 50.0 30.0 200 -S mfc train.list -H hmms5/macros -H
hmms5/hmmdefs -M hmms6 hmmlist.txt

HERest -I phonesp.mlf -t 50.0 30.0 200 -S mfc train.list -H hmms6/macros -H
hmms6/hmmdefs -M hmms7 hmmlist.txt

HERest -I phonesp.mlf -t 50.0 30.0 200 -S mfc train.list -H hmms7/macros -H
hmms7/hmmdefs -M hmms8 hmmlist.txt

HERest -I phonesp.mlf -t 50.0 30.0 200 -S mfc train.list -H hmms8/macros -H
hmms8/hmmdefs -M hmms9 hmmlist.txt

HERest -I phonesp.mlf -t 50.0 30.0 200 -S mfc train.list -H hmms9/macros -H
hmms9/hmmdefs -M hmmsl0 hmmlist.txt

HERest -I phonesp.mlf -t 50.0 30.0 200 -S mfc train.list -H hmmsl0/macros -H
hmms10/hmmdefs -M hmmsll hmmlist.txt

HERest -I phonesp.mlf -t 50.0 30.0 200 -S mfc train.list -H hmmsll/macros -H
hmmsll/hmmdefs -M hmmsl2 hmmlist.txt

HERest -I phonesp.mlf -t 50.0 30.0 200 -S mfc train.list -H hmmsl2/macros -H
hmms12/hmmdefs -M hmmsl3 hmmlist.txt

HERest -I phonesp.mlf -t 50.0 30.0 200 -S mfc train.list -H hmmsl3/macros -H
hmms13/hmmdefs -M hmmsl4 hmmlist.txt

HERest -B -I wintri.mlf -t 50.0 30.0 200.0 -s stats -S mfc train.list -H
hmmsl18/macros -H hmmsl8/hmmdefs -M hmmsl1l9 trifone

HERest -B -I wintri.mlf -t 50.0 30.0 200.0 -s stats -S mfc train.list -H
hmms19/macros -H hmmsl19/hmmdefs -M hmms20 trifone

HERest -B -I wintri.mlf -t 50.0 30.0 200.0 -s stats -S mfc train.list -H
hmms20/macros -H hmms20/hmmdefs -M hmms21 trifone

HERest -B -I wintri.mlf -t 50.0 30.0 200.0 -s stats -S mfc train.list -H
hmms21/macros -H hmms2l/hmmdefs -M hmms22 trifone

HERest -B -I wintri.mlf -t 50.0 30.0 200.0 -S mfc train.list -H
hmmsTree/macros -H hmmsTree/hmmdefs -M hmmsTree tiedlist

HERest -B -I wintri.mlf -t 50.0 30.0 200.0 -S mfc train.list -H
hmmsTree/macros —-H hmmsTree/hmmdefs -M hmmsTree tiedlist

HERest -B -I wintri.mlf -t 50.0 30.0 200.0 -S mfc train.list -H
hmmsTree/macros -H hmmsTree/hmmdefs -M hmmsTree tiedlist

HERest -B -I wintri.mlf -t 50.0 30.0 200.0 -S mfc_train.list -H
hmmsTree/macros —-H hmmsTree/hmmdefs -M hmmsTree tiedlist

HERest -u tmvw -I wintri.mlf -t 50 30 200 -S mfc train.list -H 2G/macros -H
2G/hmmdefs -M hmms tiedlist

HERest -u tmvw -I wintri.mlf -t 50 30 200 -S mfc train.list -H hmms/macros -H
hmms/hmmdefs -M 2G tiedlist

HERest -u tmvw -I wintri.mlf -t 50 30 200 -S mfc train.list -H $i"G"/macros -H
$i"G"/hmmdefs -M hmms tiedlist

HERest -u tmvw -I wintri.mlf -t 50 30 200 -S mfc train.list -H hmms/macros -H
hmms/hmmdefs -M $1i"G" tiedlist
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# —----> Arquivo: hcopy-wav.conf
TARGETRATE = 100000.0
SAVECOMPRESSED = T
SAVEWITHCRC = T
WINDOWSIZE = 250000.0
USEHAMMING = T

PREEMCOEF = 0.97
CEPLIFTER = 22
ENORMALISE = T
SOURCERATE = 227
ZMEANSOURCE = T

HPARM: CMNTCONST = 0.995
HPARM: CMNRESETONSTOP = F
HPARM: CMNMINFRAMES = 12
HREC:FORCEOUT = T
HLM:UPPERCASELM=T
HLM:RAWMITFORMAT=F

AREC: NTOKS=3

AREC: NGSCALE=15.0

AREC: WORDPEN=-20.0
AREC: GENBEAM=250.0
AREC: WORDBEAM=230.0
AREC: NBEAM=250.0

# —--—-> Arquivo: hvite.conf
ALLOWCXTEXP = T
FORCECXTEXP = T
ALLOWXWRDEXP = T

CFWORDBOUNDARY FALSE

O quadro abaixo apresenta as alteracfes realizadas na configuracdo padrdo, gerando a

configuracédo de ID 2 para a biblioteca HTK.

HCompV -C confs/hcomp.conf -f 0.006 -m -S mfc train.list -M hmmsO
hmmsO/proto.hmm

HERest -I phonesO.mlf -t 150.0 90.0 600 -S mfc train.list -H hmmsO/macros -H
hmms0/hmmdefs -M hmmsl hmmlist.txt

HERest -I phonesO.mlf -t 150.0 90.0 600 -S mfc train.list -H hmmsl/macros -H
hmms1l/hmmdefs -M hmms2 hmmlist.txt

HERest -I phonesO.mlf -t 150.0 90.0 600 -S mfc train.list -H hmms2/macros -H
hmms2/hmmdefs -M hmms3 hmmlist.txt

HERest -I phonesp.mlf -t 150.0 90.0 600 -S mfc train.list -H hmms5/macros -H
hmms5/hmmdefs -M hmms6 hmmlist.txt

HERest -I phonesp.mlf -t 150.0 90.0 600 -S mfc train.list -H hmmsé6/macros -H
hmms6/hmmdefs -M hmms7 hmmlist.txt

HERest -I phonesp.mlf -t 150.0 90.0 600 -S mfc train.list -H hmms7/macros -H
hmms7/hmmdefs -M hmms8 hmmlist.txt

HERest -I phonesp.mlf -t 150.0 90.0 600 -S mfc train.list -H hmms8/macros -H
hmms8/hmmdefs -M hmms9 hmmlist.txt

HERest -I phonesp.mlf -t 150.0 90.0 600 -S mfc train.list -H hmms9/macros -H
hmms9/hmmdefs -M hmmsl0 hmmlist.txt

HERest -I phonesp.mlf -t 150.0 90.0 600 -S mfc train.list -H hmmslO/macros -H
hmms10/hmmdefs -M hmmsll hmmlist.txt

HERest -I phonesp.mlf -t 150.0 90.0 600 -S mfc train.list -H hmmsll/macros -H
hmms11l/hmmdefs -M hmmsl2 hmmlist.txt
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HERest -I phonesp.mlf -t 150.0 90.0 600 -S mfc train.list -H hmmsl2/macros -H

hmms12/hmmdefs -M hmmsl13 hmmlist.txt

HERest -I phonesp.mlf -t 150.0 90.0 600 -S mfc train.list -H hmmsl3/macros -H

hmms13/hmmdefs -M hmmsl4 hmmlist.txt

HERest -B -I wintri.mlf -t 150.0 90.0 600.0 -s stats -S mfc train.list -H
hmms18/macros —-H hmmsl18/hmmdefs -M hmmsl9 trifone

HERest -B -I wintri.mlf -t 150.0 90.0 600.0 -s stats -S mfc train.list -H
hmms19/macros -H hmmsl9/hmmdefs -M hmms20 trifone

HERest -B -I wintri.mlf -t 150.0 90.0 600.0 -s stats -S mfc_train.list -H
hmms20/macros -H hmms20/hmmdefs -M hmms21 trifone

HERest -B -I wintri.mlf -t 150.0 90.0 600.0 -s stats -S mfc train.list -H
hmms21/macros -H hmms21l/hmmdefs -M hmms22 trifone

HERest -B -I wintri.mlf -t 150.0 90.0 600.0 -S mfc train.list -H
hmmsTree/macros -H hmmsTree/hmmdefs -M hmmsTree tiedlist

HERest -B -I wintri.mlf -t 150.0 90.0 600.0 -S mfc train.list -H
hmmsTree/macros -H hmmsTree/hmmdefs -M hmmsTree tiedlist

HERest -B -I wintri.mlf -t 150.0 90.0 600.0 -S mfc train.list -H
hmmsTree/macros -H hmmsTree/hmmdefs -M hmmsTree tiedlist

HERest -B -I wintri.mlf -t 150.0 90.0 600.0 -S mfc train.list -H
hmmsTree/macros -H hmmsTree/hmmdefs -M hmmsTree tiedlist

HERest -u tmvw -I wintri.mlf -t 150 90 600
2G/hmmdefs -M hmms tiedlist
HERest -u tmvw -I wintri.mlf -t 150 90
hmms/hmmdefs -M 2G tiedlist
HERest -u tmvw -I wintri.mlf -t 150 90

H $i"G"/hmmdefs -M hmms tiedlist

600

600

HERest -u tmvw -I wintri.mlf -t 150 90 600
hmms/hmmdefs -M $i"G" tiedlist
# -—-—-> Arquivo: hcopy-wav.conf

TARGETRATE = 100000.0
SAVECOMPRESSED = T
SAVEWITHCRC = T
WINDOWSIZE = 250000.0
USEHAMMING = T

PREEMCOEF = 0.97
CEPLIFTER = 22
ENORMALISE = T
SOURCERATE = 227
ZMEANSOURCE = T

HPARM: CMNTCONST = 0.995
HPARM: CMNRESETONSTOP = F
HPARM: CMNMINFRAMES = 12
HREC:FORCEOUT = T
HLM:UPPERCASELM=T

HLM: RAWMITFORMAT=F

AREC: NTOKS=3

AREC: NGSCALE=15.0

AREC: WORDPEN=-20.0

AREC: GENBEAM=250.0

AREC: WORDBEAM=230.0

AREC: NBEAM=250.0

# -——-> Arquivo: hvite.conf

ALLOWCXTEXP = T
FORCECXTEXP = T
ALLOWXWRDEXP = T

CFWORDBOUNDARY FALSE

-S mfc _train.list -H 2G/macros -H
-S mfc _train.list -H hmms/macros -H
-S mfc _train.list -H $i"G"/macros -

-S mfc_train.list -H hmms/macros -H
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O quadro abaixo apresenta as alteragOes realizadas na configuragcdo padréo, gerando a
configuracédo de 1D 3 para a biblioteca HTK.

HCompV -C confs/hcomp.conf -f 0.01 -m -S mfc_train.list -M hmmsO
hmmsO/proto.hmm

HERest -I phonesO.mlf -t 250.0 150.0 1000 -S mfc train.list -H hmmsO/macros -H
hmms0/hmmdefs -M hmmsl hmmlist.txt

HERest -I phonesO.mlf -t 250.0 150.0 1000 -S mfc train.list -H hmmsl/macros -H
hmmsl/hmmdefs -M hmms2 hmmlist.txt

HERest -I phonesO.mlf -t 250.0 150.0 1000 -S mfc train.list -H hmms2/macros -H
hmms2/hmmdefs -M hmms3 hmmlist.txt

HERest -I phonesp.mlf -t 250.0 150.0 1000 -S mfc train.list -H hmms5/macros -H
hmms5/hmmdefs -M hmms6 hmmlist.txt

HERest -I phonesp.mlf -t 250.0 150.0 1000 -S mfc train.list -H hmms6/macros -H
hmms6/hmmdefs -M hmms7 hmmlist.txt

HERest -I phonesp.mlf -t 250.0 150.0 1000 -S mfc train.list -H hmms7/macros -H
hmms7/hmmdefs -M hmms8 hmmlist.txt

HERest -I phonesp.mlf -t 250.0 150.0 1000 -S mfc train.list -H hmms8/macros -H
hmms8/hmmdefs -M hmms9 hmmlist.txt

HERest -I phonesp.mlf -t 250.0 150.0 1000 -S mfc train.list -H hmms9/macros -H
hmms9/hmmdefs -M hmms10 hmmlist.txt

HERest -I phonesp.mlf -t 250.0 150.0 1000 -S mfc train.list -H hmmsl0/macros -
H hmmsl1l0/hmmdefs -M hmmsll hmmlist.txt

HERest -I phonesp.mlf -t 250.0 150.0 1000 -S mfc train.list -H hmmsll/macros -
H hmmsll/hmmdefs -M hmmsl2 hmmlist.txt

HERest -I phonesp.mlf -t 250.0 150.0 1000 -S mfc train.list -H hmmsl2/macros -
H hmmsl2/hmmdefs -M hmmsl3 hmmlist.txt

HERest -I phonesp.mlf -t 250.0 150.0 1000 -S mfc train.list -H hmmsl3/macros -
H hmmsl3/hmmdefs -M hmmsl4 hmmlist.txt

HERest -B -I wintri.mlf -t 250.0 150.0 1000.0 -s stats -S mfc train.list -H
hmms18/macros -H hmmsl8/hmmdefs -M hmmsl19 trifone

HERest -B -I wintri.mlf -t 250.0 150.0 1000.0 -s stats -S mfc_ train.list -H
hmms19/macros -H hmmsl9/hmmdefs -M hmms20 trifone

HERest -B -I wintri.mlf -t 250.0 150.0 1000.0 -s stats -S mfc train.list -H
hmms20/macros -H hmms20/hmmdefs -M hmms21 trifone

HERest -B -I wintri.mlf -t 250.0 150.0 1000.0 -s stats -S mfc_ train.list -H
hmms21/macros -H hmms21l/hmmdefs -M hmms22 trifone

HERest -B -I wintri.mlf -t 250.0 150.0 1000.0 -S mfc train.list -H
hmmsTree/macros —-H hmmsTree/hmmdefs -M hmmsTree tiedlist

HERest -B -I wintri.mlf -t 250.0 150.0 1000.0 -S mfc train.list -H
hmmsTree/macros —-H hmmsTree/hmmdefs -M hmmsTree tiedlist

HERest -B -I wintri.mlf -t 250.0 150.0 1000.0 -S mfc train.list -H
hmmsTree/macros —-H hmmsTree/hmmdefs -M hmmsTree tiedlist

HERest -B -I wintri.mlf -t 250.0 150.0 1000.0 -S mfc train.list -H
hmmsTree/macros —-H hmmsTree/hmmdefs -M hmmsTree tiedlist

HERest -u tmvw -I wintri.mlf -t 250 150 1000 -S mfc train.list -H 2G/macros -H
2G/hmmdefs -M hmms tiedlist

HERest -u tmvw -I wintri.mlf -t 250 150 1000 -S mfc train.list -H hmms/macros
-H hmms/hmmdefs -M 2G tiedlist

HERest -u tmvw -I wintri.mlf -t 250 150 1000 -S mfc train.list -H $i"G"/macros
-H $i"G"/hmmdefs -M hmms tiedlist

HERest -u tmvw -I wintri.mlf -t 250 150 1000 -S mfc_ train.list -H hmms/macros
-H hmms/hmmdefs -M $i"G" tiedlist

# -——-> Arquivo: hcopy-wav.conf

TARGETRATE = 100000.0

SAVECOMPRESSED = T
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SAVEWITHCRC = T
WINDOWSIZE = 250000.0
USEHAMMING = T
PREEMCOEF = 0.97
CEPLIFTER = 22
ENORMALISE = T
SOURCERATE = 227
ZMEANSOURCE = T

HPARM: CMNTCONST
HPARM: CMNRESETONSTOP
HPARM: CMNMINFRAMES
HREC:FORCEOUT T
HLM:UPPERCASELM=T
HLM:RAWMITFORMAT=F

0.995

F

12

hvite.conf

AREC: NTOKS=3

AREC: NGSCALE=15.0
AREC: WORDPEN=-20.0
AREC: GENBEAM=250.0
AREC: WORDBEAM=230.0
AREC: NBEAM=250.0

# —----> Arquivo:
ALLOWCXTEXP = T
FORCECXTEXP = T
ALLOWXWRDEXP = T
CEFWORDBOUNDARY = FALSE

O quadro abaixo apresenta as alteracfes realizadas na configuracdo padrdo, gerando a

configuracéo de ID 4 para a biblioteca HTK.

HCompV -C confs/hcomp.
hmmsO/proto.hmm
HERest -I phones(O.mlf
hmmsO/hmmdefs -M
HERest -I phonesO.mlf
hmms1l/hmmdefs -M
HERest -I phones(O.mlf
hmms?2/hmmdefs -M
HERest -I phonesp.mlf
hmms5/hmmdefs -M
HERest -I phonesp.mlf
hmms6/hmmdefs -M
HERest -I phonesp.mlf
hmms7/hmmdefs -M
HERest -I phonesp.mlf
hmms8/hmmdefs -M
HERest -I phonesp.mlf
hmms9/hmmdefs -M
HERest -I phonesp.mlf
H hmms10/hmmdefs
HERest -I phonesp.mlf
H hmmsll/hmmdefs
HERest -I phonesp.mlf
H hmmsl2/hmmdefs
HERest -I phonesp.mlf
H hmms13/hmmdefs

conf -f 0.014 -m -S mfc _train.list -M hmmsO

-t 350.0 210.0 1400 -S mfc train.list -H hmmsO/macros

hmmsl hmmlist.txt

-t 350.0 210.0 1400 -S mfc train.list -H hmmsl/macros

hmms2 hmmlist.txt

-t 350.0 210.0 1400 -S mfc train.list -H hmms2/macros

hmms3 hmmlist.txt

-t 350.0 210.0 1400 -S mfc train.list -H hmms5/macros

hmms6 hmmlist.txt

-t 350.0 210.0 1400 -S mfc train.list -H hmmsé6/macros

hmms7 hmmlist.txt

-t 350.0 210.0 1400 -S mfc train.list -H hmms7/macros

hmms8 hmmlist.txt

-t 350.0 210.0 1400 -S mfc train.list -H hmms8/macros

hmms9 hmmlist.txt

-t 350.0 210.0 1400 -S mfc train.list -H hmms9/macros

hmms10 hmmlist.txt

-t 350.0 210.0 1400 -S mfc train.list -H hmmslO0/macros
-M hmmsll hmmlist.txt

-t 350.0 210.0 1400 -S mfc train.list -H hmmsll/macros
-M hmmsl2 hmmlist.txt

-t 350.0 210.0 1400 -S mfc train.list -H hmmsl2/macros
-M hmmsl3 hmmlist.txt

-t 350.0 210.0 1400 -S mfc train.list -H hmmsl3/macros
-M hmmsl4 hmmlist.txt
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HERest -B -I wintri.mlf -t 350.0 210.0 1400.0 -s stats -S mfc train.list -H
hmms18/macros —-H hmmsl8/hmmdefs -M hmmsl9 trifone

HERest -B -I wintri.mlf -t 350.0 210.0 1400.0 -s stats -S mfc_train.list -H
hmmsl9/macros -H hmmsl9/hmmdefs -M hmms20 trifone

HERest -B -I wintri.mlf -t 350.0 210.0 1400.0 -s stats -S mfc train.list -H
hmms20/macros -H hmms20/hmmdefs -M hmms21 trifone

HERest -B -I wintri.mlf -t 350.0 210.0 1400.0 -s stats -S mfc train.list -H
hmms21/macros -H hmms21/hmmdefs -M hmms22 trifone

HERest -B -I wintri.mlf -t 350.0 210.0 1400.0 -S mfc train.list -H
hmmsTree/macros —-H hmmsTree/hmmdefs -M hmmsTree tiedlist

HERest -B -I wintri.mlf -t 350.0 210.0 1400.0 -S mfc train.list -H
hmmsTree/macros —-H hmmsTree/hmmdefs -M hmmsTree tiedlist

HERest -B -I wintri.mlf -t 350.0 210.0 1400.0 -S mfc train.list -H
hmmsTree/macros -H hmmsTree/hmmdefs -M hmmsTree tiedlist

HERest -B -I wintri.mlf -t 350.0 210.0 1400.0 -S mfc train.list -H
hmmsTree/macros -H hmmsTree/hmmdefs -M hmmsTree tiedlist

HERest -u tmvw -I wintri.mlf -t 350 210 1400 -S mfc train.list -H 2G/macros -H
2G/hmmdefs -M hmms tiedlist

HERest -u tmvw -I wintri.mlf -t 350 210 1400 -S mfc train.list -H hmms/macros
-H hmms/hmmdefs -M 2G tiedlist

HERest -u tmvw -I wintri.mlf -t 350 210 1400 -S mfc_train.list -H $i"G"/macros
-H $i"G"/hmmdefs -M hmms tiedlist

HERest -u tmvw -I wintri.mlf -t 350 210 1400 -S mfc train.list -H hmms/macros
-H hmms/hmmdefs -M $i"G" tiedlist

# —----> Arquivo: hcopy-wav.conf
TARGETRATE = 100000.0
SAVECOMPRESSED = T
SAVEWITHCRC = T
WINDOWSIZE = 250000.0
USEHAMMING = T

PREEMCOEF = 0.97
CEPLIFTER = 22
ENORMALISE = T
SOURCERATE = 227
ZMEANSOURCE = T

HPARM: CMNTCONST = 0.995
HPARM: CMNRESETONSTOP = F
HPARM: CMNMINFRAMES = 12
HREC:FORCEOUT = T
HLM:UPPERCASELM=T
HLM:RAWMITFORMAT=F

AREC: NTOKS=3

AREC: NGSCALE=15.0

AREC: WORDPEN=-20.0
AREC: GENBEAM=250.0
AREC: WORDBEAM=230.0
AREC: NBEAM=250.0

# -——-> Arquivo: hvite.conf
ALLOWCXTEXP = T
FORCECXTEXP = T
ALLOWXWRDEXP = T

CFWORDBOUNDARY FALSE

O quadro abaixo apresenta as alteracfes realizadas na configuragdo padrdo, gerando a

configuracédo de ID 5 para a biblioteca HTK.
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HCompV -C confs/hcomp.conf -f 0.018 -m -S mfc train.list -M hmmsO
hmmsO/proto.hmm

HERest -I phonesO.mlf -t 450.0 270.0 1800 -S mfc train.list -H hmmsO/macros -H
hmmsO/hmmdefs -M hmmsl hmmlist.txt

echo "HERest - 2a reestimacdo ..."

HERest -I phonesO.mlf -t 450.0 270.0 1800 -S mfc train.list -H hmmsl/macros -H
hmmsl/hmmdefs -M hmms2 hmmlist.txt

HERest -I phonesO.mlf -t 450.0 270.0 1800 -S mfc train.list -H hmms2/macros -H
hmms2/hmmdefs -M hmms3 hmmlist.txt

HERest -I phonesp.mlf -t 450.0 270.0 1800 -S mfc train.list -H hmms5/macros -H
hmms5/hmmdefs -M hmms6 hmmlist.txt

HERest -I phonesp.mlf -t 450.0 270.0 1800 -S mfc train.list -H hmms6/macros -H
hmms6/hmmdefs -M hmms7 hmmlist.txt

HERest -I phonesp.mlf -t 450.0 270.0 1800 -S mfc train.list -H hmms7/macros -H
hmms7/hmmdefs -M hmms8 hmmlist.txt

HERest -I phonesp.mlf -t 450.0 270.0 1800 -S mfc train.list -H hmms8/macros -H
hmms8/hmmdefs -M hmms9 hmmlist.txt

HERest -I phonesp.mlf -t 450.0 270.0 1800 -S mfc train.list -H hmms9/macros -H
hmms9/hmmdefs -M hmmsl0 hmmlist.txt

HERest -I phonesp.mlf -t 450.0 270.0 1800 -S mfc train.list -H hmmsl0/macros -
H hmmsl10/hmmdefs -M hmmsll hmmlist.txt

HERest -I phonesp.mlf -t 450.0 270.0 1800 -S mfc train.list -H hmmsll/macros -
H hmmsll/hmmdefs -M hmmsl2 hmmlist.txt

HERest -I phonesp.mlf -t 450.0 270.0 1800 -S mfc train.list -H hmmsl2/macros -
H hmmsl2/hmmdefs -M hmmsl3 hmmlist.txt

HERest -I phonesp.mlf -t 450.0 270.0 1800 -S mfc train.list -H hmmsl3/macros -
H hmmsl3/hmmdefs -M hmmsl4 hmmlist.txt

HERest -B -I wintri.mlf -t 450.0 270.0 1800.0 -s stats -S mfc train.list -H
hmmsl18/macros -H hmmsl8/hmmdefs -M hmmsl9 trifone

HERest -B -I wintri.mlf -t 450.0 270.0 1800.0 -s stats -S mfc_ train.list -H
hmms19/macros -H hmmsl9/hmmdefs -M hmms20 trifone

HERest -B -I wintri.mlf -t 450.0 270.0 1800.0 -s stats -S mfc_ train.list -H
hmms20/macros -H hmms20/hmmdefs -M hmms21 trifone

HERest -B -I wintri.mlf -t 450.0 270.0 1800.0 -s stats -S mfc train.list -H
hmms21/macros -H hmms21l/hmmdefs -M hmms22 trifone

HERest -B -I wintri.mlf -t 450.0 270.0 1800.0 -S mfc train.list -H
hmmsTree/macros -H hmmsTree/hmmdefs -M hmmsTree tiedlist

HERest -B -I wintri.mlf -t 450.0 270.0 1800.0 -S mfc train.list -H
hmmsTree/macros —-H hmmsTree/hmmdefs -M hmmsTree tiedlist

HERest -B -I wintri.mlf -t 450.0 270.0 1800.0 -S mfc train.list -H
hmmsTree/macros -H hmmsTree/hmmdefs -M hmmsTree tiedlist

HERest -B -I wintri.mlf -t 450.0 270.0 1800.0 -S mfc train.list -H
hmmsTree/macros —-H hmmsTree/hmmdefs -M hmmsTree tiedlist

HERest -u tmvw -I wintri.mlf -t 450 270 1800 -S mfc train.list -H 2G/macros -H
2G/hmmdefs -M hmms tiedlist

HERest -u tmvw -I wintri.mlf -t 450 270 1800 -S mfc_ train.list -H hmms/macros
-H hmms/hmmdefs -M 2G tiedlist

HERest -u tmvw -I wintri.mlf -t 450 270 1800 -S mfc train.list -H $i"G"/macros
-H $i"G"/hmmdefs -M hmms tiedlist

HERest -u tmvw -I wintri.mlf -t 450 270 1800 -S mfc_ train.list -H hmms/macros
-H hmms/hmmdefs -M $i"G" tiedlist

# —--—--> Arquivo: hcopy-wav.conf
TARGETRATE = 100000.0
SAVECOMPRESSED = T

SAVEWITHCRC = T

WINDOWSIZE = 250000.0
USEHAMMING = T

PREEMCOEF = 0.97
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CEPLIFTER = 22
ENORMALISE = T
SOURCERATE = 227
ZMEANSOURCE = T

HPARM: CMNTCONST = 0.995
HPARM: CMNRESETONSTOP = F
HPARM: CMNMINFRAMES = 12
HREC:FORCEOUT = T
HLM:UPPERCASELM=T

HLM: RAWMITFORMAT=F

AREC: NTOKS=3

AREC: NGSCALE=15.0

AREC: WORDPEN=-20.0
AREC: GENBEAM=250.0
AREC: WORDBEAM=230.0
AREC: NBEAM=250.0

# --—-> Arquivo: hvite.conf
ALLOWCXTEXP = T
FORCECXTEXP = T
ALLOWXWRDEXP = T

CFWORDBOUNDARY FALSE

O quadro abaixo apresenta as alteracfes realizadas na configuracdo padrdo, gerando a

configuracéo de ID 6 para a biblioteca HTK.

HCompV -C confs/hcomp.conf -f 0.002 -m -S mfc train.list -M hmmsO
hmmsO/proto.hmm

HERest -I phonesO.mlf -t 50.0 30.0 200 -S mfc train.list -H hmmsO/macros -H
hmms0/hmmdefs -M hmmsl hmmlist.txt

HERest -I phonesO.mlf -t 50.0 30.0 200 -S mfc train.list -H hmmsl/macros -H
hmms1/hmmdefs -M hmms2 hmmlist.txt

HERest -I phonesO.mlf -t 50.0 30.0 200 -S mfc train.list -H hmms2/macros -H
hmms2/hmmdefs -M hmms3 hmmlist.txt

HERest -I phonesp.mlf -t 50.0 30.0 200 -S mfc train.list -H hmms5/macros -H
hmms5/hmmdefs -M hmms6 hmmlist.txt

HERest -I phonesp.mlf -t 50.0 30.0 200 -S mfc train.list -H hmms6/macros -H
hmms6/hmmdefs -M hmms7 hmmlist.txt

HERest -I phonesp.mlf -t 50.0 30.0 200 -S mfc train.list -H hmms7/macros -H
hmms7/hmmdefs -M hmms8 hmmlist.txt

HERest -I phonesp.mlf -t 50.0 30.0 200 -S mfc train.list -H hmms8/macros -H
hmms8/hmmdefs -M hmms9 hmmlist.txt

HERest -I phonesp.mlf -t 50.0 30.0 200 -S mfc train.list -H hmms9/macros -H
hmms9/hmmdefs -M hmmsl0 hmmlist.txt

HERest -I phonesp.mlf -t 50.0 30.0 200 -S mfc train.list -H hmmsl0/macros -H
hmms10/hmmdefs -M hmmsll hmmlist.txt

HERest -I phonesp.mlf -t 50.0 30.0 200 -S mfc train.list -H hmmsll/macros -H
hmms11l/hmmdefs -M hmmsl2 hmmlist.txt

HERest -I phonesp.mlf -t 50.0 30.0 200 -S mfc train.list -H hmmsl2/macros -H
hmms12/hmmdefs -M hmmsl3 hmmlist.txt

HERest -I phonesp.mlf -t 50.0 30.0 200 -S mfc train.list -H hmmsl3/macros -H
hmms13/hmmdefs -M hmmsl4 hmmlist.txt

HERest -B -I wintri.mlf -t 50.0 30.0 200.0 -s stats -S mfc train.list -H
hmmsl18/macros -H hmmsl8/hmmdefs -M hmmsl9 trifone

HERest -B -I wintri.mlf -t 50.0 30.0 200.0 -s stats -S mfc train.list -H
hmms19/macros -H hmmsl19/hmmdefs -M hmms20 trifone
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HERest -B -I wintri.mlf -t 50.0 30.0 200.0 -s stats -S mfc train.list -H
hmms20/macros -H hmms20/hmmdefs -M hmms21 trifone

HERest -B -I wintri.mlf -t 50.0 30.0 200.0 -s stats -S mfc train.list -H
hmms21/macros —-H hmms21/hmmdefs -M hmms22 trifone

HERest -B -I wintri.mlf -t 50.0 30.0 200.0 -S mfc train.list -H
hmmsTree/macros —-H hmmsTree/hmmdefs -M hmmsTree tiedlist

HERest -B -I wintri.mlf -t 50.0 30.0 200.0 -S mfc train.list -H
hmmsTree/macros -H hmmsTree/hmmdefs -M hmmsTree tiedlist

HERest -B -I wintri.mlf -t 50.0 30.0 200.0 -S mfc_train.list -H
hmmsTree/macros —-H hmmsTree/hmmdefs -M hmmsTree tiedlist

HERest -B -I wintri.mlf -t 50.0 30.0 200.0 -S mfc train.list -H
hmmsTree/macros —-H hmmsTree/hmmdefs -M hmmsTree tiedlist

HERest -u tmvw -I wintri.mlf -t 50 30 200 -S mfc train.list -H 2G/macros -H
2G/hmmdefs -M hmms tiedlist

HERest -u tmvw -I wintri.mlf -t 50 30 200 -S mfc train.list -H hmms/macros -H
hmms/hmmdefs -M 2G tiedlist

HERest -u tmvw -I wintri.mlf -t 50 30 200 -S mfc train.list -H $i"G"/macros -H
$i"G"/hmmdefs -M hmms tiedlist

HERest -u tmvw -I wintri.mlf -t 50 30 200 -S mfc train.list -H hmms/macros -H
hmms/hmmdefs -M $i"G" tiedlist

# ——--> Arquivo: hcopy-wav.conf
TARGETRATE = 20000.0
SAVECOMPRESSED = F
SAVEWITHCRC = F
WINDOWSIZE = 50000.0
USEHAMMING = F

PREEMCOEF = 0.1
CEPLIFTER = 2

ENORMALISE = F
SOURCERATE = 45
ZMEANSOURCE = F

HPARM: CMNTCONST = 0.199
HPARM: CMNRESETONSTOP = T
HPARM: CMNMINFRAMES = 2
HREC:FORCEOUT = F
HLM:UPPERCASELM=F
HLM:RAWMITFORMAT=T

AREC: NTOKS=1

AREC: NGSCALE=3.0

AREC: WORDPEN=-4.0

AREC: GENBEAM=50.0

AREC: WORDBEAM=46.0
AREC: NBEAM=50.0

# -——-> Arquivo: hvite.conf
ALLOWCXTEXP = F
FORCECXTEXP = F
ALLOWXWRDEXP = F
CEFWORDBOUNDARY =

TRUE

O quadro abaixo apresenta as alteragOes realizadas na configuragédo padrdo, gerando a

configuracédo de ID 7 para a biblioteca HTK.
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HCompV -C confs/hcomp.
hmmsO/proto.hmm

conf -f 0.006

-m -S mfc train.list -M hmmsO

HERest -I phonesO.mlf -t 150.0 90.0 600 -S mfc train.list -H hmmsO/macros -H
hmmsO/hmmdefs -M hmmsl hmmlist.txt

HERest -I phonesO.mlf -t 150.0 90.0 600 -S mfc train.list -H hmmsl/macros -H
hmmsl/hmmdefs -M hmms2 hmmlist.txt

HERest -I phonesO.mlf -t 150.0 90.0 600 -S mfc train.list -H hmms2/macros -H
hmms2/hmmdefs -M hmms3 hmmlist.txt

HERest -I phonesp.mlf -t 150.0 90.0 600 -S mfc train.list -H hmms5/macros -H
hmms5/hmmdefs -M hmms6 hmmlist.txt

HERest -I phonesp.mlf -t 150.0 90.0 600 -S mfc train.list -H hmmsé6/macros -H
hmms6/hmmdefs -M hmms7 hmmlist.txt

HERest -I phonesp.mlf -t 150.0 90.0 600 -S mfc train.list -H hmms7/macros -H
hmms7/hmmdefs -M hmms8 hmmlist.txt

HERest -I phonesp.mlf -t 150.0 90.0 600 -S mfc train.list -H hmms8/macros -H
hmms8/hmmdefs -M hmms9 hmmlist.txt

HERest -I phonesp.mlf -t 150.0 90.0 600 -S mfc train.list -H hmms9/macros -H
hmms9/hmmdefs -M hmmsl0 hmmlist.txt

HERest -I phonesp.mlf -t 150.0 90.0 600 -S mfc train.list -H hmmsl0/macros -H
hmms10/hmmdefs -M hmmsll hmmlist.txt

HERest -I phonesp.mlf -t 150.0 90.0 600 -S mfc train.list -H hmmsll/macros -H
hmmsll/hmmdefs -M hmmsl2 hmmlist.txt

HERest -I phonesp.mlf -t 150.0 90.0 600 -S mfc train.list -H hmmsl2/macros -H
hmms12/hmmdefs -M hmmsl3 hmmlist.txt

HERest -I phonesp.mlf -t 150.0 90.0 600 -S mfc train.list -H hmmsl3/macros -H
hmms13/hmmdefs -M hmmsl4 hmmlist.txt

HERest -B -I wintri.mlf -t 150.0 90.0 600.0 -s stats -S mfc train.list -H
hmmsl18/macros -H hmmsl8/hmmdefs -M hmmsl9 trifone

HERest -B -I wintri.mlf -t 150.0 90.0 600.0 -s stats -S mfc train.list -H
hmms19/macros -H hmmsl9/hmmdefs -M hmms20 trifone

HERest -B -I wintri.mlf -t 150.0 90.0 600.0 -s stats -S mfc train.list -H
hmms20/macros -H hmms20/hmmdefs -M hmms21 trifone

HERest -B -I wintri.mlf -t 150.0 90.0 600.0 -s stats -S mfc train.list -H
hmms21/macros -H hmms2l/hmmdefs -M hmms22 trifone

HERest -B -I wintri.mlf -t 150.0 90.0 600.0 -S mfc train.list -H
hmmsTree/macros -H hmmsTree/hmmdefs -M hmmsTree tiedlist

HERest -B -I wintri.mlf -t 150.0 90.0 600.0 -S mfc train.list -H
hmmsTree/macros —-H hmmsTree/hmmdefs -M hmmsTree tiedlist

HERest -B -I wintri.mlf -t 150.0 90.0 600.0 -S mfc train.list -H
hmmsTree/macros -H hmmsTree/hmmdefs -M hmmsTree tiedlist

HERest -B -I wintri.mlf -t 150.0 90.0 600.0 -S mfc train.list -H
hmmsTree/macros -H hmmsTree/hmmdefs -M hmmsTree tiedlist

HERest -u tmvw -I wintri.mlf -t 150 90 600 -S mfc train.list -H 2G/macros -H
2G/hmmdefs -M hmms tiedlist

HERest -u tmvw -I wintri.mlf -t 150 90 600 -S mfc train.list -H hmms/macros -H

hmms/hmmdefs -M 2G tiedlist
HERest -u tmvw -I wintri.mlf -t 150 90

H $i"G"/hmmdefs -M hmms tiedlist
HERest -u tmvw -I wintri.mlf -t 150 90

hmms/hmmdefs -M $i"G" tiedlist

600

-S mfc _train.list -H $i"G"/macros

600 -S mfc train.list -H hmms/macros -H

# ----> Arquivo: hcopy-wav.conf
TARGETRATE 60000.0
SAVECOMPRESSED F

SAVEWITHCRC
WINDOWSIZE
USEHAMMING
PREEMCOEF =
CEPLTIFTER

F
150000.0
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ENORMALISE = F
SOURCERATE = 136
ZMEANSOURCE = F

HPARM: CMNTCONST 0.597
HPARM: CMNRESETONSTOP
HPARM: CMNMINFRAMES
HREC:FORCEOUT F
HLM:UPPERCASELM=F
HLM:RAWMITFORMAT=T

T

7

AREC: NTOKS=2

AREC: NGSCALE=9.0
AREC: WORDPEN=-12.0
AREC: GENBEAM=150.0
AREC: WORDBEAM=138.0
AREC: NBEAM=150.0

# -—-—--> Arquivo: hvite.conf
ALLOWCXTEXP = F
FORCECXTEXP = F
ALLOWXWRDEXP = F
CEFWORDBOUNDARY = TRUE

O quadro abaixo apresenta as alteracfes realizadas na configuracdo padrdo, gerando a

configuracéo de 1D 8 para a biblioteca HTK.

HCompV -C confs/hcomp.conf -f 0.01 -m -S mfc train.list -M hmmsO
hmmsO/proto.hmm

HERest -I phonesO.mlf -t 250.0 150.0 1000 -S mfc train.list -H hmmsO/macros -H
hmms0/hmmdefs -M hmmsl hmmlist.txt

HERest -I phonesO.mlf -t 250.0 150.0 1000 -S mfc train.list -H hmmsl/macros -H
hmms1l/hmmdefs -M hmms2 hmmlist.txt

HERest -I phonesO.mlf -t 250.0 150.0 1000 -S mfc train.list -H hmms2/macros -H
hmms2/hmmdefs -M hmms3 hmmlist.txt

HERest -I phonesp.mlf -t 250.0 150.0 1000 -S mfc train.list -H hmms5/macros -H
hmms5/hmmdefs -M hmms6 hmmlist.txt

HERest -I phonesp.mlf -t 250.0 150.0 1000 -S mfc train.list -H hmms6/macros -H
hmms6/hmmdefs -M hmms7 hmmlist.txt

HERest -I phonesp.mlf -t 250.0 150.0 1000 -S mfc train.list -H hmms7/macros -H
hmms7/hmmdefs -M hmms8 hmmlist.txt

HERest -I phonesp.mlf -t 250.0 150.0 1000 -S mfc train.list -H hmms8/macros -H
hmms8/hmmdefs -M hmms9 hmmlist.txt

HERest -I phonesp.mlf -t 250.0 150.0 1000 -S mfc train.list -H hmms9/macros -H
hmms9/hmmdefs -M hmms10 hmmlist.txt

HERest -I phonesp.mlf -t 250.0 150.0 1000 -S mfc train.list -H hmmslO/macros -
H hmms10/hmmdefs -M hmmsll hmmlist.txt

HERest -I phonesp.mlf -t 250.0 150.0 1000 -S mfc train.list -H hmmsll/macros -
H hmmsll/hmmdefs -M hmms12 hmmlist.txt

HERest -I phonesp.mlf -t 250.0 150.0 1000 -S mfc train.list -H hmmsl2/macros -
H hmmsl2/hmmdefs -M hmms13 hmmlist.txt

HERest -I phonesp.mlf -t 250.0 150.0 1000 -S mfc train.list -H hmmsl3/macros -
H hmmsl3/hmmdefs -M hmmsl14 hmmlist.txt

HERest -B -I wintri.mlf -t 250.0 150.0 1000.0 -s stats -S mfc_train.list -H
hmms18/macros -H hmmsl18/hmmdefs -M hmmsl1l9 trifone

HERest -B -I wintri.mlf -t 250.0 150.0 1000.0 -s stats -S mfc train.list -H
hmmsl9/macros -H hmmsl9/hmmdefs -M hmms20 trifone

HERest -B -I wintri.mlf -t 250.0 150.0 1000.0 -s stats -S mfc_train.list -H
hmms20/macros -H hmms20/hmmdefs -M hmms21 trifone
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HERest -B -I wintri.mlf -t 250.0 150.0 1000.0 -s stats -S mfc train.list -H
hmms21/macros -H hmms21l/hmmdefs -M hmms22 trifone

HERest -B -I wintri.mlf -t 250.0 150.0 1000.0 -S mfc train.list -H
hmmsTree/macros -H hmmsTree/hmmdefs -M hmmsTree tiedlist

HERest -B -I wintri.mlf -t 250.0 150.0 1000.0 -S mfc train.list -H
hmmsTree/macros —-H hmmsTree/hmmdefs -M hmmsTree tiedlist

HERest -B -I wintri.mlf -t 250.0 150.0 1000.0 -S mfc train.list -H
hmmsTree/macros -H hmmsTree/hmmdefs -M hmmsTree tiedlist

HERest -B -I wintri.mlf -t 250.0 150.0 1000.0 -S mfc train.list -H
hmmsTree/macros —-H hmmsTree/hmmdefs -M hmmsTree tiedlist

HERest -u tmvw -I wintri.mlf -t 250 150 1000 -S mfc train.list -H 2G/macros -H
2G/hmmdefs -M hmms tiedlist

HERest -u tmvw -I wintri.mlf -t 250 150 1000 -S mfc_ train.list -H hmms/macros
-H hmms/hmmdefs -M 2G tiedlist

HERest -u tmvw -I wintri.mlf -t 250 150 1000 -S mfc_ train.list -H $i"G"/macros
-H $i"G"/hmmdefs -M hmms tiedlist

HERest -u tmvw -I wintri.mlf -t 250 150 1000 -S mfc_ train.list -H hmms/macros
-H hmms/hmmdefs -M $i"G" tiedlist

# —----> Arquivo: hcopy-wav.conf
TARGETRATE = 100000.0
SAVECOMPRESSED = F
SAVEWITHCRC = F
WINDOWSIZE = 250000.0
USEHAMMING = F

PREEMCOEF = 0.5
CEPLIFTER = 22
ENORMALISE = F
SOURCERATE = 227
ZMEANSOURCE = F

HPARM: CMNTCONST = 0.995
HPARM: CMNRESETONSTOP = T
HPARM: CMNMINFRAMES = 12
HREC:FORCEOUT = F
HLM:UPPERCASELM=F
HLM:RAWMITFORMAT=T

AREC: NTOKS=3

AREC: NGSCALE=15.0

AREC: WORDPEN=-20.0
AREC: GENBEAM=250.0
AREC: WORDBEAM=230.0
AREC: NBEAM=250.0

# --—-> Arquivo: hvite.conf
ALLOWCXTEXP = F
FORCECXTEXP = F
ALLOWXWRDEXP = F

CFWORDBOUNDARY TRUE

O quadro abaixo apresenta as alteragOes realizadas na configuragédo padrdo, gerando a

configuracéo de 1D 9 para a biblioteca HTK.

HCompV -C confs/hcomp.conf -f 0.014 -m -S mfc train.list -M hmmsO
hmmsO/proto.hmm

HERest -I phonesO.mlf -t 350.0 210.0 1400 -S mfc train.list -H hmms0O/macros -H
hmmsO/hmmdefs -M hmmsl hmmlist.txt
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HERest -I phonesO.mlf -t 350.0 210.0 1400 -S mfc train.list -H hmmsl/macros -H
hmmsl/hmmdefs -M hmms2 hmmlist.txt

HERest -I phonesO.mlf -t 350.0 210.0 1400 -S mfc train.list -H hmms2/macros -H
hmms2/hmmdefs -M hmms3 hmmlist.txt

HERest -I phonesp.mlf -t 350.0 210.0 1400 -S mfc train.list -H hmms5/macros -H
hmms5/hmmdefs -M hmms6 hmmlist.txt

HERest -I phonesp.mlf -t 350.0 210.0 1400 -S mfc train.list -H hmms6/macros -H
hmms6/hmmdefs -M hmms7 hmmlist.txt

HERest -I phonesp.mlf -t 350.0 210.0 1400 -S mfc train.list -H hmms7/macros -H
hmms7/hmmdefs -M hmms8 hmmlist.txt

HERest -I phonesp.mlf -t 350.0 210.0 1400 -S mfc train.list -H hmms8/macros -H
hmms8/hmmdefs -M hmms9 hmmlist.txt

HERest -I phonesp.mlf -t 350.0 210.0 1400 -S mfc train.list -H hmms9/macros -H
hmms9/hmmdefs -M hmmsl0 hmmlist.txt

HERest -I phonesp.mlf -t 350.0 210.0 1400 -S mfc train.list -H hmmsl0/macros -
H hmmsl10/hmmdefs -M hmmsll hmmlist.txt

HERest -I phonesp.mlf -t 350.0 210.0 1400 -S mfc train.list -H hmmsll/macros -
H hmmsll/hmmdefs -M hmmsl2 hmmlist.txt

HERest -I phonesp.mlf -t 350.0 210.0 1400 -S mfc train.list -H hmmsl2/macros -
H hmmsl2/hmmdefs -M hmmsl3 hmmlist.txt

HERest -I phonesp.mlf -t 350.0 210.0 1400 -S mfc train.list -H hmmsl3/macros -
H hmmsl3/hmmdefs -M hmmsl4 hmmlist.txt

HERest -B -I wintri.mlf -t 350.0 210.0 1400.0 -s stats -S mfc_train.list -H
hmmsl18/macros -H hmmsl8/hmmdefs -M hmmsl9 trifone

HERest -B -I wintri.mlf -t 350.0 210.0 1400.0 -s stats -S mfc_ train.list -H
hmms19/macros -H hmmsl19/hmmdefs -M hmms20 trifone

HERest -B -I wintri.mlf -t 350.0 210.0 1400.0 -s stats -S mfc_ train.list -H
hmms20/macros -H hmms20/hmmdefs -M hmms21 trifone

HERest -B -I wintri.mlf -t 350.0 210.0 1400.0 -s stats -S mfc train.list -H
hmms21/macros -H hmms21l/hmmdefs -M hmms22 trifone

HERest -B -I wintri.mlf -t 350.0 210.0 1400.0 -S mfc train.list -H
hmmsTree/macros -H hmmsTree/hmmdefs -M hmmsTree tiedlist

HERest -B -I wintri.mlf -t 350.0 210.0 1400.0 -S mfc train.list -H
hmmsTree/macros —-H hmmsTree/hmmdefs -M hmmsTree tiedlist

HERest -B -I wintri.mlf -t 350.0 210.0 1400.0 -S mfc train.list -H
hmmsTree/macros -H hmmsTree/hmmdefs -M hmmsTree tiedlist

HERest -B -I wintri.mlf -t 350.0 210.0 1400.0 -S mfc train.list -H
hmmsTree/macros —-H hmmsTree/hmmdefs -M hmmsTree tiedlist

HERest -u tmvw -I wintri.mlf -t 350 210 1400 -S mfc train.list -H 2G/macros -H
2G/hmmdefs -M hmms tiedlist

HERest -u tmvw -I wintri.mlf -t 350 210 1400 -S mfc_ train.list -H hmms/macros

-H hmms/hmmdefs -M 2G tiedlist
HERest -u tmvw -I wintri.mlf -t 350 210

-H $i"G"/hmmdefs -M hmms tiedlist
HERest -u tmvw -I wintri.mlf -t 350 210

-H hmms/hmmdefs -M $i"G" tiedlist

# —--—--> Arquivo: hcopy-wav.conf
TARGETRATE = 140000.0
SAVECOMPRESSED = F

SAVEWITHCRC = F

WINDOWSIZE = 350000.0
USEHAMMING = F

PREEMCOEF = 0.7

CEPLIFTER = 32

ENORMALISE = F

SOURCERATE = 317

ZMEANSOURCE = F
HPARM: CMNTCONST

1.393

1400 -S mfc train.list -H $i"G"/macros

1400 -S mfc train.list -H hmms/macros
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HPARM: CMNRESETONSTOP = T
HPARM: CMNMINFRAMES = 16
HREC:FORCEOUT = F
HLM:UPPERCASELM=F

HLM: RAWMITFORMAT=T

AREC: NTOKS=4

AREC: NGSCALE=21.0

AREC: WORDPEN=-28.0

AREC: GENBEAM=350.0

AREC: WORDBEAM=322.0
AREC: NBEAM=350.0

# -—-—--> Arquivo: hvite.conf
ALLOWCXTEXP = F
FORCECXTEXP = F
ALLOWXWRDEXP = F
CEFWORDBOUNDARY =

TRUE

O quadro abaixo apresenta as alteracfes realizadas na configuracdo padrdo, gerando a

configuracéo de ID 10 para a biblioteca HTK.

HCompV -C confs/hcomp.conf -f 0.018 -m -S mfc train.list -M hmmsO
hmmsO/proto.hmm

HERest -I phonesO.mlf -t 450.0 270.0 1800 -S mfc train.list -H hmmsO/macros -H
hmms0/hmmdefs -M hmmsl hmmlist.txt

echo "HERest - 2a reestimacdo ..."

HERest -I phonesO.mlf -t 450.0 270.0 1800 -S mfc train.list -H hmmsl/macros -H
hmmsl/hmmdefs -M hmms2 hmmlist.txt

HERest -I phonesO.mlf -t 450.0 270.0 1800 -S mfc train.list -H hmms2/macros -H
hmms2/hmmdefs -M hmms3 hmmlist.txt

HERest -I phonesp.mlf -t 450.0 270.0 1800 -S mfc train.list -H hmms5/macros -H
hmms5/hmmdefs -M hmms6 hmmlist.txt

HERest -I phonesp.mlf -t 450.0 270.0 1800 -S mfc train.list -H hmms6/macros -H
hmms6/hmmdefs -M hmms7 hmmlist.txt

HERest -I phonesp.mlf -t 450.0 270.0 1800 -S mfc train.list -H hmms7/macros -H
hmms7/hmmdefs -M hmms8 hmmlist.txt

HERest -I phonesp.mlf -t 450.0 270.0 1800 -S mfc train.list -H hmms8/macros -H
hmms8/hmmdefs -M hmms9 hmmlist.txt

HERest -I phonesp.mlf -t 450.0 270.0 1800 -S mfc train.list -H hmms9/macros -H
hmms9/hmmdefs -M hmms10 hmmlist.txt

HERest -I phonesp.mlf -t 450.0 270.0 1800 -S mfc train.list -H hmmsl0/macros -
H hmmsl10/hmmdefs -M hmmsll hmmlist.txt

HERest -I phonesp.mlf -t 450.0 270.0 1800 -S mfc train.list -H hmmsll/macros -
H hmmsll/hmmdefs -M hmmsl2 hmmlist.txt

HERest -I phonesp.mlf -t 450.0 270.0 1800 -S mfc train.list -H hmmsl2/macros -
H hmmsl2/hmmdefs -M hmmsl3 hmmlist.txt

HERest -I phonesp.mlf -t 450.0 270.0 1800 -S mfc train.list -H hmmsl3/macros
H hmmsl3/hmmdefs -M hmmsl4 hmmlist.txt

HERest -B -I wintri.mlf -t 450.0 270.0 1800.0 -s stats -S mfc train.list -H
hmms18/macros -H hmmsl18/hmmdefs -M hmmsl1l9 trifone

HERest -B -I wintri.mlf -t 450.0 270.0 1800.0 -s stats -S mfc_train.list -H
hmms19/macros -H hmmsl19/hmmdefs -M hmms20 trifone

HERest -B -I wintri.mlf -t 450.0 270.0 1800.0 -s stats -S mfc_train.list -H
hmms20/macros -H hmms20/hmmdefs -M hmms21 trifone

HERest -B -I wintri.mlf -t 450.0 270.0 1800.0 -s stats -S mfc train.list -H
hmms21/macros —-H hmms21/hmmdefs -M hmms22 trifone
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HERest -B -I wintri.mlf
hmmsTree/macros
HERest -B -I wintri.mlf
hmmsTree/macros
HERest -B -1 wintri.mlf
hmmsTree/macros
HERest -B -I wintri.mlf

-t 450.0 270.0 1800.

hmmsTree/hmmdefs -M

-t 450.0 270.0 1800.

hmmsTree/hmmdefs -M

-t 450.0 270.0 1800.

hmmsTree/hmmdefs -M

-t 450.0 270.0 1800.

0

-S mfc train.list

hmmsTree tiedlist

0

-S mfc_train.list

hmmsTree tiedlist

0

-S mfc train.list

hmmsTree tiedlist

0

-S mfc train.list

hmmsTree tiedlist

hmmsTree/macros hmmsTree/hmmdefs -M

HERest -u tmvw -I wintri.mlf -t 450 270 1800 -S
2G/hmmdefs -M hmms tiedlist

HERest -u tmvw -I wintri.mlf -t 450 270 1800 -S
-H hmms/hmmdefs -M 2G tiedlist

HERest -u tmvw -I wintri.mlf -t 450 270 1800 -S
-H $i"G"/hmmdefs -M hmms tiedlist

HERest -u tmvw -I wintri.mlf -t 450 270 1800 -S
-H hmms/hmmdefs -M $i"G" tiedlist

# ----> Arquivo: hcopy-wav.conf

TARGETRATE = 180000.0

SAVECOMPRESSED = F

SAVEWITHCRC = F

WINDOWSIZE = 450000.0

USEHAMMING = F

PREEMCOEF = 0.97

CEPLIFTER = 42

ENORMALISE = F

SOURCERATE = 408

ZMEANSOURCE = F

HPARM: CMNTCONST = 1.791

HPARM: CMNRESETONSTOP = T

HPARM: CMNMINFRAMES 21

HREC:FORCEOUT = F
HLM:UPPERCASELM=F
HLM:RAWMITFORMAT=T

AREC: NTOKS=5

AREC: NGSCALE=27.0
AREC: WORDPEN=-36.0
AREC: GENBEAM=450.0
AREC: WORDBEAM=414.0
AREC: NBEAM=450.0

# ----> Arquivo:

ALLOWCXTEXP = F
FORCECXTEXP = F
ALLOWXWRDEXP = F
CFWORDBOUNDARY =

TRUE

hvite.conf

mfc_train
mfc train
mfc_train

mfc_ train

.list

.list

.list

.list

-H 2G/macros -H
-H hmms/macros

-H $i"G"/macros

-H hmms/macros
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APENDICE D - CONFIGURACOES DA BIBLIOTECA KALDI

O quadro abaixo apresenta as alteracfes realizadas na configuracdo padrdo, gerando a
configuracédo de ID 1 para a biblioteca Kaldi.

Im order=2

steps/train deltas.sh --cmd "$train cmd" 600 8000 data/train data/lang
exp/monola_ali exp/tril || exit 1;

steps/train deltas.sh --cmd "$train cmd" 1000 12000 data/train data/lang
exp/tril ali exp/tri2a || exit 1;

steps/train lda mllt.sh --cmd "Strain cmd" --splice-opts "--left-context=2 --
right-context=2" 1300 15000 data/train data/lang exp/tri2a ali exp/tri2b
|| exit 1;

steps/train sat.sh --cmd "$train cmd" 1500 20000 data/train data/lang
exp/tri2b ali exp/tri3b || exit 1;

steps/decode fmllr.sh --cmd "Sdecode cmd" --nj $nj --num-threads 1
exp/tri3b/graph data/test exp/tri3b/decode || exit 1;

O quadro abaixo apresenta as alteracfes realizadas na configuracdo padrdo, gerando a
configuracéo de ID 2 para a biblioteca Kaldi.

Im order=2

steps/train deltas.sh --cmd "$train cmd" 1800 24000 data/train data/lang
exp/monoOa_ali exp/tril || exit 1;

steps/train deltas.sh --cmd "S$Strain cmd" 3000 36000 data/train data/lang
exp/tril ali exp/tri2a || exit 1;

steps/train lda mllt.sh --cmd "$Strain cmd" --splice-opts "--left-context=3 --
right-context=3" 3900 45000 data/train data/lang exp/tri2a ali exp/tri2b
|| exit 1;

steps/train sat.sh --cmd "Strain cmd" 4500 60000 data/train data/lang
exp/tri2b ali exp/tri3b || exit 1;

steps/decode fmllr.sh --cmd "S$Sdecode cmd" --nj $nj --num-threads 2
exp/tri3b/graph data/test exp/tri3b/decode || exit 1;

O quadro abaixo apresenta as alteracfes realizadas na configuracdo padrdo, gerando a
configuracéo de 1D 3 para a biblioteca Kaldi.

Im order=3

steps/train deltas.sh --cmd "$train cmd" 3000 40000 data/train data/lang
exp/monola _ali exp/tril || exit 1;

steps/train deltas.sh --cmd "$train cmd" 5000 60000 data/train data/lang
exp/tril ali exp/tri2a || exit 1;

steps/train lda mllt.sh --cmd "$train cmd" --splice-opts "--left-context=5 --
right-context=5" 6500 75000 data/train data/lang exp/tri2a ali exp/tri2b
[l exit 1;

steps/train sat.sh --cmd "S$train cmd" 7500 100000 data/train data/lang
exp/tri2b ali exp/tri3b || exit 1;

steps/decode fmllr.sh --cmd "S$decode cmd" --nj $nj --num-threads 3
exp/tri3b/graph data/test exp/tri3b/decode || exit 1;
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O quadro abaixo apresenta as alteragdes realizadas na configuragcdo padréo, gerando a
configuracéo de 1D 4 para a biblioteca Kaldi.

1m order=3

steps/train deltas.sh --cmd "$train cmd" 4200 56000 data/train data/lang
exp/monola_ali exp/tril || exit 1;

steps/train deltas.sh --cmd "Strain cmd" 7000 84000 data/train data/lang
exp/tril ali exp/tri2a || exit 1;

steps/train lda mllt.sh --cmd "$train cmd" --splice-opts "--left-context=7 --
right-context=7" 9100 105000 data/train data/lang exp/tri2a ali exp/tri2b
[l exit 1;

steps/train sat.sh --cmd "S$train cmd" 10500 140000 data/train data/lang
exp/tri2b ali exp/tri3b || exit 1;

steps/decode fmllr.sh --cmd "$decode cmd" --nj $nj --num-threads 4
exp/tri3b/graph data/test exp/tri3b/decode || exit 1;

O quadro abaixo apresenta as alteragdes realizadas na configuragcdo padréo, gerando a
configuracédo de ID 5 para a biblioteca Kaldi.

Im order=4

steps/train deltas.sh --cmd "$train cmd" 5400 72000 data/train data/lang
exp/mono0a_ali exp/tril || exit 1;

steps/train deltas.sh --cmd "S$train cmd" 9000 108000 data/train data/lang
exp/tril ali exp/tri2a || exit 1;

steps/train lda mllt.sh --cmd "$train cmd" --splice-opts "--left-context=9 --
right-context=9" 11700 135000 data/train data/lang exp/tri2a ali
exp/tri2b || exit 1;

steps/train sat.sh --cmd "S$train cmd" 13500 180000 data/train data/lang
exp/tri2b ali exp/tri3b || exit 1;

steps/decode fmllr.sh --cmd "$decode cmd" --nj $nj --num-threads 5
exp/tri3b/graph data/test exp/tri3b/decode || exit 1;

O quadro abaixo apresenta as alteracOes realizadas na configuragdo padréo, gerando a
configuracéo de ID 6 para a biblioteca Kaldi.

Im order=2
steps/train deltas.sh --cmd "S$train cmd" 600 8000 data/train data/lang

exp/mono0a_ali exp/tril || exit 1;

steps/train deltas.sh --cmd "$train cmd" 1000 12000 data/train data/lang
exp/tril ali exp/tri2a || exit 1;

steps/train lda mllt.sh --cmd "$train cmd" --splice-opts "--left-context=2 --
right-context=2" 1300 15000 data/train data/lang exp/tri2a ali exp/tri2b
[l exit 1;

steps/train sat.sh --cmd "Strain cmd" 1500 20000 data/train data/lang
exp/tri2b _ali exp/tri3b || exit 1;

steps/decode fmllr.sh --cmd "$decode cmd" --nj $nj --num-threads 1
exp/tri3b/graph data/test exp/tri3b/decode || exit 1;

# REDES NEURAIS

# --—> Ivector

min seg len=0.31

steps/train lda mllt.sh --cmd "$train cmd" --num-iters 1 --mllt-iters "1 3 5"
—--splice-opts "--left-context=2 --right-context=2" 600 2000
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Stemp data root/${train set} hires data/lang Sgmm dir
exp/nnet3${nnet3 affix}/trib5
steps/online/nnet2/train diag ubm.sh --cmd "$train cmd" --nj $nj --num-frames
44537 --num-threads $num_ threads ubm
${temp data root}/S{train set} sp hires subset 32
exp/nnet3${nnet3 affix}/tri5 exp/nnet3${nnet3 affix}/diag ubm
utils/data/modify speaker info.sh --utts-per-spk-max 1
data/${train set} sp hires comb
S{temp data root}/${train set} sp hires comb max2

# —---> RNN

cell dim=256

hidden dim=256

recurrent projection dim=32

non_recurrent projection dim=32

chunk width=4

chunk left context=8

chunk right context=8

num_epochs=1

initial effective lrate=0.0003

final effective 1lrate=0.00003

momentum=0.1

num_chunk per minibatch=20

samples per iter=4000

extra left context=10

extra right context=10

lstm opts="decay-time=4 cell-dim=$cell dim"

fast-lstmp-layer name=lstml-forward input=lda delay=-1 $lstm opts

fast-lstmp-layer name=lstml-backward input=lda delay=1 $lstm opts

output-layer name=output output-delay=$label delay dim=$num targets max-
change=0.3

steps/nnet3/train rnn.py --stage=S$train stage \
--cmd="$decode_cmd" \
--feat.online-ivector-dir=$train ivector dir \
--feat.cmvn-opts="--norm-means=false —--norm-vars=false" \
--trainer.srand=$srand \
--trainer.num-epochs=$num epochs \
--trainer.samples-per-iter=$samples per iter \
--trainer.optimization.num-jobs-final=1 \
--trainer.optimization.initial-effective-lrate=$initial effective lrate \
--trainer.optimization.final-effective-lrate=$final effective lrate \
--trainer.optimization.shrink-value 0.198 \
--trainer.rnn.num-chunk-per-minibatch=$num chunk per minibatch \
--trainer.optimization.momentum=$momentum \
--egs.opts " --nj 3 " \
--egs.chunk-width=$chunk width \
--egs.chunk-left-context=$chunk left context \
--egs.chunk-right-context=%chunk right context \
-—egs.chunk-left-context-initial=0 \
--egs.chunk-right-context-final=0 \
--egs.dir="$common egs dir" \
--cleanup.remove-egs=$remove_egs \
--cleanup.preserve-model-interval=20 \
--use-gpu=no \
--feat-dir=Strain data dir \
--ali-dir=$ali dir \
--lang=data/lang \
--dir=S$dir || exit 1;
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# —---> DNN
relu dim=150
relu-renorm-layer name=tdnnl dim=250
relu-renorm-layer name=tdnn2 dim=250 input=Append(-1,2)
relu-renorm-layer name=tdnn3 dim=250
output-layer name=output dim=$num targets max-change=0.3
steps/nnet3/train dnn.py --stage Strain stage \
--cmd="$decode_cmd" \
--feat.online-ivector-dir ${train ivector dir} \
--feat.cmvn-opts="--norm-means=false —--norm-vars=false" \
--trainer.num-epochs 1 \
--trainer.optimization.num-jobs-final 1 \
--trainer.optimization.initial-effective-lrate 0.0017 \
--trainer.optimization.final-effective-lrate 0.00017 \
--trainer.samples-per-iter 80000 \
--egs.dir "$common egs dir" \
--egs.stage "Segs stage" \
--cleanup.remove-egs Sremove_egs \
--cleanup.preserve-model-interval 10 \
--feat-dir=$train data dir \
--ali-dir $ali dir \
--lang data/lang \
--use-gpu=no \

—-—dir=$dir || exit 1;

steps/nnet3/decode.sh --nj $nj --cmd "Sdecode cmd" --acwt 0.2 --post-decode-
acwt 2.0 --scoring-opts "--min-lmwt 1 " --num-threads Snum threads --
online-ivector-dir exp/nnet3S{nnet3 affix}/ivectors test hires
${graph dir} data/test hires ${dir}/decode test || exit 1

# —---> RNN+HMM

min_ seg len=0.31

chunk left context=8

label delay=1

xent regularize=0.02

extra left context=10

extra right context=0

frames per chunk=30

fast-lstmp-layer name=lstml cell-dim=128 recurrent-projection-dim=32 non-
recurrent-projection-dim=32 delay=-1

output-layer name=output input=lstml output-delay=$label delay include-log-
softmax=false dim=$num targets max-change=0.3

output-layer name=output-xent input=lstml output-delay=$label delay
dim=$num targets learning-rate-factor=$learning rate factor max-
change=0.3

steps/nnet3/chain/train.py --stage S$train stage \
--cmd "$decode cmd" \
--feat.online-ivector-dir $train ivector dir \
--feat.cmvn-opts "--norm-means=false --norm-vars=false" \
--chain.xent-regularize S$xent regularize \
--chain.leaky-hmm-coefficient 0.02 \
--chain.l2-regularize 0.00005 \
--chain.apply-deriv-weights false \

-—chain.lm-opts="--num-extra-lm-states=400" \
--egs.dir "$common egs dir" \
--egs.opts "--frames-overlap-per-eg 0" \

--egs.chunk-width "$frames per chunk" \
--egs.chunk-left-context "$Schunk left context" \
--egs.chunk-right-context "$chunk right context" \
--trainer.num-chunk-per-minibatch 32 \
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--trainer.frames-per—-iter 300000 \
--trainer.max-param-change 0.4 \
-—-trainer.num-epochs 1 \
--trainer.deriv-truncate-margin 2 \
--trainer.optimization.shrink-value 0.198 \
--trainer.optimization.num-jobs-final 1 \
--trainer.optimization.initial-effective-lrate 0.001 \
-—-trainer.optimization.final-effective-lrate 0.0001 \
--trainer.optimization.momentum 0.0 \
--cleanup.remove-egs true \
--feat-dir $train data dir \
--tree-dir S$tree dir \
--lat-dir $lat dir \
--dir $dir
utils/mkgraph.sh --self-loop-scale 0.2 data/lang $dir $dir/graph
steps/nnet3/decode.sh --num-threads 1 --nj $decode nj --cmd "Sdecode cmd" \
--acwt 0.2 --post-decode-acwt 2.0 \
--extra-left-context $extra left context \
--extra-right-context S$extra right context \
--frames-per-chunk "$frames per chunk" \
--online-ivector-dir exp/nnet3${nnet3 affix}/ivectors ${dset} hires \

--scoring-opts "--min-lmwt 1 " \
$dir/graph data/${dset} hires $dir/decode ${dset} || exit 1;
# —---> DNN+HMM

min seg len=0.31
xent regularize=0.02
relu-renorm-layer name=tdnnl dim=90
relu-renorm-layer name=tdnn2 input=Append(-1,0,1) dim=90
relu-renorm-layer name=prefinal-chain input=tdnn2 dim=90 target-rms=0.1
output-layer name=output include-log-softmax=false dim=$num targets max-
change=0.3
relu-renorm-layer name=prefinal-xent input=tdnn2 dim=90 target-rms=0.1
output-layer name=output-xent dim=$num targets learning-rate-
factor=$learning rate factor max-change=0.3
steps/nnet3/chain/train.py --stage S$train stage \
--cmd "$decode cmd" \
--feat.online-ivector-dir $train ivector dir \
--feat.cmvn-opts "--norm-means=false --norm-vars=false" \
--chain.xent-regularize $xent regularize \
--chain.leaky-hmm-coefficient 0.02 \
--chain.l2-regularize 0.00005 \
--chain.apply-deriv-weights false \

--chain.lm-opts="--num-extra-lm-states=400" \
--egs.dir "$common egs dir" \
--egs.opts "--frames-overlap-per-eg 0" \

--egs.chunk-width 30 \
--trainer.num-chunk-per-minibatch 32 \
--trainer.frames-per-iter 300000 \
-—-trainer.num-epochs 1 \
-—-trainer.optimization.num-jobs-final 1 \
--trainer.optimization.initial-effective-lrate 0.001 \
--trainer.optimization.final-effective-lrate 0.0001 \
-—trainer.max-param-change 0.4 \

--cleanup.remove-egs true \

--feat-dir S$train data dir \

--tree-dir S$tree dir \

--lat-dir $lat dir \

--dir S$dir
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utils/mkgraph.sh --self-loop-scale 0.2 data/lang $dir $dir/graph
steps/nnet3/decode.sh --num-threads 1 --nj $decode nj --cmd "Sdecode cmd" \
--acwt 0.2 --post-decode-acwt 2.0 \
--online-ivector-dir exp/nnet3${nnet3 affix}/ivectors ${dset} hires \
--scoring-opts "--min-Ilmwt 1 " \
$dir/graph data/${dset} hires Sdir/decode ${dset} || exit 1;

O quadro abaixo apresenta as alteragOes realizadas na configuragdo padréo, gerando a

configuracéo de ID 7 para a biblioteca Kaldi.

Im order=2
steps/train deltas.sh --cmd "Strain cmd" 1800 24000 data/train data/lang

exp/mono0a_ali exp/tril || exit 1;

steps/train deltas.sh --cmd "$train cmd" 3000 36000 data/train data/lang
exp/tril ali exp/tri2a || exit 1;

steps/train lda mllt.sh --cmd "Strain cmd" --splice-opts "--left-context=3 --
right-context=3" 3900 45000 data/train data/lang exp/tri2a ali exp/tri2b
[ exit 1;

steps/train sat.sh --cmd "$train cmd" 4500 60000 data/train data/lang
exp/tri2b _ali exp/tri3b || exit 1;

steps/decode fmllr.sh --cmd "Sdecode cmd" --nj $nj --num-threads 2
exp/tri3b/graph data/test exp/tri3b/decode || exit 1;

# REDES NEURAIS

# --—> Ivector

min seg len=0.93

steps/train lda mllt.sh --cmd "S$train cmd" --num-iters 4 --mllt-iters "2 4 6"
--splice-opts "--left-context=3 --right-context=3" 1800 6000

Stemp data root/${train set} hires data/lang Sgmm dir
exp/nnet3${nnet3 affix}/trib
steps/online/nnet2/train diag ubm.sh --cmd "$train cmd" --nj $nj --num-frames
133613 --num-threads $num_ threads ubm
S${temp data root}/S{train set} sp hires subset 98
exp/nnet3${nnet3 affix}/trib5 exp/nnet3${nnet3 affix}/diag ubm
utils/data/modify speaker info.sh --utts-per-spk-max 2
data/${train set} sp hires comb
S${temp data root}/S${train set} sp hires comb max2

# ———> RNN

cell dim=512

hidden dim=512

recurrent projection dim=64

non_recurrent projection dim=64

chunk width=12

chunk left context=24

chunk right context=24

num_epochs=3

initial effective lrate=0.0123

final effective lrate=0.00123

momentum=0. 3

num_chunk per minibatch=60

samples per iter=12000

extra left context=30

extra right context=30

lstm opts="decay-time=12 cell-dim=$cell dim"

fast-lstmp-layer name=lstml-forward input=lda delay=-1 $lstm opts
fast-lstmp-layer name=lstml-backward input=lda delay=1 $lstm opts
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fast-lstmp-layer name=lstm2-forward input=Append(lstml-forward, lstml-
backward) delay=-2 Slstm opts

fast-lstmp-layer name=lstm2-backward input=Append(lstml-forward, lstml-
backward) delay=2 $lstm opts

output-layer name=output output-delay=$label delay dim=$num targets max-
change=0.9

steps/nnet3/train rnn.py --stage=Strain stage \
--cmd="$decode_cmd" \
--feat.online-ivector-dir=S$train ivector dir \
--feat.cmvn-opts="--norm-means=false —--norm-vars=false" \
--trainer.srand=$srand \
--trainer.num-epochs=$num epochs \
--trainer.samples-per-iter=$samples per iter \
--trainer.optimization.num-jobs-final=1 \
--trainer.optimization.initial-effective-lrate=$initial effective lrate \
--trainer.optimization.final-effective-lrate=$final effective lrate \
--trainer.optimization.shrink-value 0.594 \
--trainer.rnn.num-chunk-per-minibatch=$num chunk per minibatch \
--trainer.optimization.momentum=$momentum \
--egs.opts " --nj 3 " \
--egs.chunk-width=$chunk width \
--egs.chunk-left-context=$chunk left context \
--egs.chunk-right-context=%chunk right context \
--egs.chunk-left-context-initial=0 \
--egs.chunk-right-context-final=0 \
--egs.dir="$common egs dir" \
--cleanup.remove-egs=$remove_egs \
--cleanup.preserve-model-interval=60 \
--use-gpu=no \
--feat-dir=$train data dir \
--ali-dir=$ali dir \
--lang=data/lang \
—-—dir=$dir || exit 1;

# —---> DNN
relu dim=450
relu-renorm-layer name=tdnnl dim=748
relu-renorm-layer name=tdnn2 dim=748 input=Append(-1,2)
relu-renorm-layer name=tdnn3 dim=748 input=Append (-3, 3)
relu-renorm-layer name=tdnn4 dim=748
output-layer name=output dim=$num targets max-change=0.9
steps/nnet3/train dnn.py --stage=S$train stage \
--cmd="$decode_cmd" \
--feat.online-ivector-dir ${train ivector dir} \
--feat.cmvn-opts="--norm-means=false —--norm-vars=false" \
-—-trainer.num-epochs 2 \
-—-trainer.optimization.num-jobs-final 1 \
--trainer.optimization.initial-effective-lrate 0.0697 \
--trainer.optimization.final-effective-lrate 0.00697 \
--trainer.samples-per—-iter 240000 \
--egs.dir "$Scommon egs dir" \
--egs.stage "Segs stage" \
--cleanup.remove-egs Sremove egs \
--cleanup.preserve-model-interval 30 \
--feat-dir=Strain data dir \
--ali-dir $ali dir \
--lang data/lang \
--use-gpu=no \
—-—-dir=$dir || exit 1;




127

steps/nnet3/decode.sh --nj $nj --cmd "Sdecode cmd" --acwt 0.6 --post-decode-
acwt 6.0 --scoring-opts "--min-lmwt 3 " --num-threads Snum threads --
online-ivector-dir exp/nnet3${nnet3 affix}/ivectors test hires
${graph dir} data/test hires ${dir}/decode test || exit 1

# —---> RNN+HMM

min seg len=0.93

chunk left context=24

label delay=3

xent regularize=0.06

extra left context=30

extra right context=10

frames per chunk=90

fast-lstmp-layer name=1lstml cell-dim=256 recurrent-projection-dim=64 non-
recurrent-projection-dim=64 delay=-3

fast-lstmp-layer name=lstm2 cell-dim=256 recurrent-projection-dim=64 non-
recurrent-projection-dim=64 delay=-3

output-layer name=output input=lstm2 output-delay=$label delay include-log-
softmax=false dim=$num targets max-change=0.9

output-layer name=output-xent input=lstm2 output-delay=$label delay
dim=$num_ targets learning-rate-factor=$learning rate factor max-
change=0.9

steps/nnet3/chain/train.py --stage $train stage \
--cmd "$decode cmd" \
--feat.online-ivector-dir $train ivector dir \
--feat.cmvn-opts "--norm-means=false —--norm-vars=false" \
--chain.xent-regularize $xent regularize \
--chain.leaky-hmm-coefficient 0.06 \
--chain.l2-regularize 0.00205 \
--chain.apply-deriv-weights false \

--chain.lm-opts="--num-extra-lm-states=1200" \
--egs.dir "$Scommon egs dir" \
--egs.opts "--frames-overlap-per-eg 0" \

--egs.chunk-width "$frames per chunk" \
--egs.chunk-left-context "$Schunk left context" \
--egs.chunk-right-context "S$chunk right context" \
--trainer.num-chunk-per-minibatch 64 \
--trainer.frames-per-iter 900000 \
--trainer.max-param-change 1.2 \
--trainer.num-epochs 2 \
--trainer.deriv-truncate-margin 6 \
--trainer.optimization.shrink-value 0.594 \
--trainer.optimization.num-jobs-final 1 \
--trainer.optimization.initial-effective-lrate 0.041 \
--trainer.optimization.final-effective-lrate 0.0041 \
--trainer.optimization.momentum 0.0 \
--cleanup.remove-egs true \
--feat-dir S$train data dir \
--tree-dir Stree dir \
--lat-dir $lat dir \
--dir $dir
utils/mkgraph.sh --self-loop-scale 0.6 data/lang $dir $dir/graph
steps/nnet3/decode.sh --num-threads 1 --nj S$decode nj --cmd "$decode cmd" \
--acwt 0.6 --post-decode-acwt 6.0 \
--extra-left-context Sextra left context \
--extra-right-context S$extra right context \
--frames-per-chunk "$frames per chunk" \
--online-ivector-dir exp/nnet3${nnet3 affix}/ivectors ${dset} hires \
--scoring-opts "--min-lmwt 3 " \
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$dir/graph data/${dset} hires S$dir/decode ${dset} || exit 1;

# —---> DNN+HMM
min _seg len=0.93
xent regularize=0.06
relu-renorm-layer name=tdnnl dim=270
relu-renorm-layer name=tdnn2 input=Append(-1,0,1) dim=270
relu-renorm-layer name=tdnn3 input=Append(-1,0,1,2) dim=270
relu-renorm-layer name=tdnn4 input=Append(-3,0,3) dim=270
relu-renorm-layer name=prefinal-chain input=tdnn4 dim=270 target-rms=0.3
output-layer name=output include-log-softmax=false dim=$num targets max-
change=0.9
relu-renorm-layer name=prefinal-xent input=tdnnd4 dim=270 target-rms=0.3
output-layer name=output-xent dim=$num targets learning-rate-
factor=$learning rate factor max-change=0.9
steps/nnet3/chain/train.py --stage S$train stage \
--cmd "$decode cmd" \
--feat.online-ivector-dir $train ivector dir \
--feat.cmvn-opts "--norm-means=false --norm-vars=false" \
--chain.xent-regularize $xent regularize \
--chain.leaky-hmm-coefficient 0.06 \
--chain.l2-regularize 0.00205 \
--chain.apply-deriv-weights false \

--chain.lm-opts="--num-extra-lm-states=1200" \
--egs.dir "$common egs dir" \
--egs.opts "--frames-overlap-per-eg 0" \

--egs.chunk-width 90 \
--trainer.num-chunk-per-minibatch 64 \
--trainer.frames-per-iter 900000 \
--trainer.num-epochs 2 \
--trainer.optimization.num-jobs-final 1 \
--trainer.optimization.initial-effective-lrate 0.041 \
--trainer.optimization.final-effective-lrate 0.0041 \
--trainer.max-param-change 1.2 \
--cleanup.remove-egs true \
--feat-dir $train data dir \
--tree-dir S$tree dir \
--lat-dir $lat dir \
--dir $dir
utils/mkgraph.sh --self-loop-scale 0.6 data/lang $dir $dir/graph
steps/nnet3/decode.sh --num-threads 1 --nj $decode nj --cmd "Sdecode cmd" \
--—acwt 0.6 --post-decode-acwt 6.0 \
--online-ivector-dir exp/nnet3${nnet3 affix}/ivectors ${dset} hires \
--scoring-opts "--min-lmwt 3 " \
$dir/graph data/${dset} hires $dir/decode ${dset} || exit 1;

O quadro abaixo apresenta as alteracfes realizadas na configuracdo padrdo, gerando a

configuracéo de ID 8 para a biblioteca Kaldi.

Im order=3
steps/train deltas.sh --cmd "$train cmd" 3000 40000 data/train data/lang

exp/mono0a_ali exp/tril || exit 1;

steps/train deltas.sh --cmd "$train cmd" 5000 60000 data/train data/lang
exp/tril ali exp/tri2a || exit 1;

steps/train lda mllt.sh --cmd "$train cmd" --splice-opts "--left-context=5 --

right-context=5" 6500 75000 data/train data/lang exp/tri2a ali exp/triZ2b
] exit 1;
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steps/train sat.sh --cmd "Strain cmd" 7500 100000 data/train data/lang

exp/tri2b ali exp/tri3b || exit 1;
steps/decode fmllr.sh --cmd "$decode cmd" --nj $nj --num-threads 3
exp/tri3b/graph data/test exp/tri3b/decode || exit 1;

# REDES NEURAIS

# -—--> Ivector

min _seg len=1.55

steps/train lda mllt.sh --cmd "$train cmd" --num-iters 7 --mllt-iters "3 5 7"
--splice-opts "--left-context=4 --right-context=4" 3000 10000

Stemp data root/${train set} hires data/lang Sgmm dir
exp/nnet3${nnet3 affix}/trib5
steps/online/nnet2/train diag ubm.sh --cmd "$train cmd" --nj $nj --num-frames
222689 --num-threads Snum_threads ubm
S{temp data root}/${train set} sp hires subset 162
exp/nnet3${nnet3 affix}/tri5 exp/nnet3${nnet3 affix}/diag ubm
utils/data/modify speaker info.sh --utts-per-spk-max 3
data/${train set} sp hires comb
S{temp data root}/${train set} sp hires comb max2

# —---> RNN

cell dim=1024

hidden dim=1024

recurrent projection dim=128

non recurrent projection dim=128

chunk width=20

chunk left context=40

chunk right context=40

num_epochs=6

initial effective lrate=0.0243

final effective lrate=0.00243

momentum=0.5

num_chunk per minibatch=100

samples per iter=20000

extra left context=50

extra right context=50

lstm opts="decay-time=20 cell-dim=Scell dim"

fast-lstmp-layer name=lstml-forward input=lda delay=-1 $lstm opts

fast-lstmp-layer name=lstml-backward input=lda delay=1 $lstm opts

fast-lstmp-layer name=lstm2-forward input=Append(lstml-forward, lstml-
backward) delay=-2 Slstm opts

fast-lstmp-layer name=lstm2-backward input=Append(lstml-forward, lstml-
backward) delay=2 $lstm opts

fast-lstmp-layer name=lstm3-forward input=Append(lstm2-forward, lstm2-
backward) delay=-3 Slstm opts

fast-lstmp-layer name=lstm3-backward input=Append (lstm2-forward, lstm2-
backward) delay=3 $lstm opts

output-layer name=output output-delay=S$label delay dim=$num targets max-
change=1.5

steps/nnet3/train rnn.py --stage=S$train stage \
--cmd="$decode cmd" \
--feat.online-ivector-dir=$train ivector dir \
--feat.cmvn-opts="--norm-means=false —--norm-vars=false" \
--trainer.srand=$srand \
--trainer.num-epochs=$num _epochs \
--trainer.samples-per-iter=S$samples per iter \
-—-trainer.optimization.num-jobs-final=1 \
--trainer.optimization.initial-effective-lrate=$initial effective lrate \
--trainer.optimization.final-effective-lrate=$final effective lrate \
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--trainer.optimization.shrink-value 0.99 \
--trainer.rnn.num-chunk-per-minibatch=$num chunk per minibatch \
--trainer.optimization.momentum=$momentum \
--egs.opts " --nj 3 " \
--egs.chunk-width=$chunk width \
--egs.chunk-left-context=$chunk left context \
--egs.chunk-right-context=$chunk right context \
--egs.chunk-left-context-initial=0 \
--egs.chunk-right-context-final=0 \
--egs.dir="$common egs dir" \
--cleanup.remove-egs=$remove _egs \
--cleanup.preserve-model-interval=100 \
--use-gpu=no \

--feat-dir=Strain data dir \

--ali-dir=$ali dir \

--lang=data/lang \

--dir=$dir || exit 1;

# —---> DNN
relu dim=750
relu-renorm-layer name=tdnnl dim=1248
relu-renorm-layer name=tdnn2 dim=1248 input=Append
relu-renorm-layer name=tdnn3 dim=1248 input=Append
relu-renorm-layer name=tdnn4d dim=1248 input=Append
relu-renorm-layer name=tdnn5 dim=1248 input=Append
relu-renorm-layer name=tdnn6t dim=1248
output-layer name=output dim=$num targets max-change=1.5
steps/nnet3/train dnn.py --stage=$train stage \
--cmd="$decode_cmd" \
--feat.online-ivector-dir ${train ivector dir} \
--feat.cmvn-opts="--norm-means=false —--norm-vars=false" \
--trainer.num-epochs 3 \
--trainer.optimization.num-jobs-final 1 \
--trainer.optimization.initial-effective-lrate 0.1317 \
--trainer.optimization.final-effective-lrate 0.01317 \
--trainer.samples-per—-iter 400000 \
--egs.dir "$Scommon egs dir" \
--egs.stage "S$Segs_ stage" \
--cleanup.remove-egs Sremove egs \
--cleanup.preserve-model-interval 50 \
--feat-dir=$train data dir \
--ali-dir $ali dir \
--lang data/lang \
--use-gpu=no \

— e~ o~ —~

——dir=S$dir || exit 1;

steps/nnet3/decode.sh --nj $nj --cmd "Sdecode cmd" --acwt 1.0 --post-decode-
acwt 10.0 --scoring-opts "--min-lmwt 5 " --num-threads $num threads --
online-ivector-dir exp/nnet3${nnet3 affix}/ivectors test hires
${graph dir} data/test hires ${dir}/decode test || exit 1

# —---> RNN+HMM

min_seg len=1.55

chunk left context=40
label delay=5

xent regularize=0.1
extra left context=50
extra right context=20
frames per chunk=150
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fast-lstmp-layer name=lstml cell-dim=512 recurrent-projection-dim=128 non-
recurrent-projection-dim=128 delay=-5

fast-lstmp-layer name=1lstm2 cell-dim=512 recurrent-projection-dim=128 non-
recurrent-projection-dim=128 delay=-5

fast-lstmp-layer name=lstm3 cell-dim=512 recurrent-projection-dim=128 non-
recurrent-projection-dim=128 delay=-5

output-layer name=output input=lstm3 output-delay=$label delay include-log-
softmax=false dim=$num targets max-change=1.5

output-layer name=output-xent input=lstm3 output-delay=$label delay
dim=$num_ targets learning-rate-factor=$Slearning rate factor max-
change=1.5

steps/nnet3/chain/train.py --stage S$train stage \
--cmd "$decode cmd" \
--feat.online-ivector-dir $train ivector dir \
--feat.cmvn-opts "--norm-means=false —--norm-vars=false" \
--chain.xent-regularize $xent regqularize \
--chain.leaky-hmm-coefficient 0.1 \
--chain.l2-regularize 0.00405 \
--chain.apply-deriv-weights false \

--chain.lm-opts="--num-extra-lm-states=2000" \
--egs.dir "$common egs dir" \
--egs.opts "--frames-overlap-per-eg 0" \

--egs.chunk-width "S$frames per chunk" \
--egs.chunk-left-context "$chunk left context" \
--egs.chunk-right-context "S$chunk right context" \
--trainer.num-chunk-per-minibatch 128 \
--trainer.frames-per—-iter 1500000 \
--trainer.max-param-change 2.0 \
--trainer.num-epochs 4 \
--trainer.deriv-truncate-margin 10 \
--trainer.optimization.shrink-value 0.99 \
--trainer.optimization.num-jobs-final 1 \
--trainer.optimization.initial-effective-lrate 0.081 \
--trainer.optimization.final-effective-lrate 0.0081 \
--trainer.optimization.momentum 0.0 \
--cleanup.remove-egs true \
--feat-dir $train data dir \
-—tree-dir S$tree dir \
--lat-dir $lat dir \
--dir S$dir
utils/mkgraph.sh --self-loop-scale 1.0 data/lang $dir $dir/graph
steps/nnet3/decode.sh --num-threads 1 --nj $decode nj --cmd "Sdecode cmd" \
--acwt 1.0 --post-decode-acwt 10.0 \
--extra-left-context Sextra left context \
--extra-right-context S$extra right context \
--frames-per-chunk "$frames per chunk" \
--online-ivector-dir exp/nnet3${nnet3 affix}/ivectors ${dset} hires \

--scoring-opts "--min-lmwt 5 " \
$dir/graph data/${dset} hires S$dir/decode S${dset} || exit 1;
# —---> DNN+HMM

min_seg len=1.55
xent regularize=0.1
relu-renorm-layer name=tdnnl dim=450

relu-renorm-layer name=tdnn2 input=Append(-1,0,1) dim=450
relu-renorm-layer name=tdnn3 input=Append(-1,0,1,2) dim=450
relu-renorm-layer name=tdnn4 input=Append(-3,0,3) dim=450
relu-renorm-layer name=tdnn5 input=Append(-3,0,3) dim=450
relu-renorm-layer name=tdnn6 input=Append(-6,-3,0) dim=450
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relu-renorm-layer name=prefinal-chain input=tdnn6é dim=450 target-rms=0.5
output-layer name=output include-log-softmax=false dim=$num targets max-
change=1.5
relu-renorm-layer name=prefinal-xent input=tdnn6 dim=450 target-rms=0.5
output-layer name=output-xent dim=$num targets learning-rate-
factor=$learning rate factor max-change=1.5
steps/nnet3/chain/train.py --stage S$train stage \
--cmd "$decode cmd" \
--feat.online-ivector-dir $train ivector dir \
--feat.cmvn-opts "--norm-means=false —--norm-vars=false" \
--chain.xent-regularize $Sxent regularize \
--chain.leaky-hmm-coefficient 0.1 \
--chain.l2-regularize 0.00405 \
--chain.apply-deriv-weights false \

--chain.lm-opts="--num-extra-lm-states=2000" \
--egs.dir "$common egs dir" \
--egs.opts "--frames-overlap-per-eg 0" \

--egs.chunk-width 150 \
--trainer.num-chunk-per-minibatch 128 \
--trainer.frames-per—-iter 1500000 \
--trainer.num-epochs 4 \
--trainer.optimization.num-jobs-final 1 \
--trainer.optimization.initial-effective-lrate 0.081 \
--trainer.optimization.final-effective-lrate 0.0081 \
--trainer.max-param-change 2.0 \
--cleanup.remove-egs true \
--feat-dir $train data dir \
--tree-dir Stree dir \
--lat-dir $lat dir \
--dir S$dir
utils/mkgraph.sh --self-loop-scale 1.0 data/lang $dir $dir/graph
steps/nnet3/decode.sh --num-threads 1 --nj $decode nj --cmd "Sdecode cmd" \
--acwt 1.0 --post-decode-acwt 10.0 \
--online-ivector-dir exp/nnet3${nnet3 affix}/ivectors ${dset} hires \
--scoring-opts "--min-lmwt 5 " \
$dir/graph data/${dset} hires S$dir/decode ${dset} || exit 1;

O quadro abaixo apresenta as alteracOes realizadas na configuracdo padrdo, gerando a

configuracédo de ID 9 para a biblioteca Kaldi.

Im order=3

steps/train deltas.sh --cmd "Strain cmd" 4200 56000 data/train data/lang
exp/monola_ali exp/tril || exit 1;

steps/train deltas.sh --cmd "$train cmd" 7000 84000 data/train data/lang
exp/tril ali exp/tri2a || exit 1;

steps/train lda mllt.sh --cmd "$Strain cmd" --splice-opts "--left-context=7 --
right-context=7" 9100 105000 data/train data/lang exp/tri2a ali exp/triZ2b
|| exit 1;

steps/train sat.sh --cmd "$train cmd" 10500 140000 data/train data/lang
exp/tri2b _ali exp/tri3b || exit 1;

steps/decode fmllr.sh --cmd "$decode cmd" --nj $nj --num-threads 4
exp/tri3b/graph data/test exp/tri3b/decode || exit 1;

# REDES NEURAIS

# -——> Ivector

min seg len=2.17
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steps/train lda mllt.sh --cmd "S$train cmd" --num-iters 9 --mllt-iters "4 6 8"
—--splice-opts "--left-context=5 --right-context=5" 4200 14000
Stemp data root/${train set} hires data/lang Sgmm dir
exp/nnet3${nnet3 affix}/trib
steps/online/nnet2/train diag ubm.sh --cmd "$train cmd" --nj S$Snj --num-frames
311764 --num-threads $num_ threads ubm
S{temp data root}/${train set} sp hires subset 226
exp/nnet3${nnet3 affix}/trib5 exp/nnet3${nnet3 affix}/diag ubm
utils/data/modify speaker info.sh --utts-per-spk-max 4
data/${train set} sp hires comb
S${temp data root}/S{train set} sp hires comb max2

# —-——-> RNN

cell dim=2048

hidden dim=2048

recurrent projection dim=256

non recurrent projection dim=256

chunk width=28

chunk left context=56

chunk right context=56

num_epochs=8

initial effective lrate=0.0363

final effective lrate=0.00363

momentum=0."7

num_chunk per minibatch=140

samples per iter=28000

extra left context=70

extra right context=70

lstm opts="decay-time=28 cell-dim=Scell dim"

fast-lstmp-layer name=lstml-forward input=lda delay=-1 $lstm opts

fast-lstmp-layer name=lstml-backward input=lda delay=1 $lstm opts

fast-lstmp-layer name=lstm2-forward input=Append(lstml-forward, lstml-
backward) delay=-2 $lstm opts

fast-lstmp-layer name=lstm2-backward input=Append(lstml-forward, lstml-
backward) delay=2 $lstm opts

fast-lstmp-layer name=lstm3-forward input=Append (lstm2-forward, lstm2-
backward) delay=-3 Slstm opts

fast-lstmp-layer name=lstm3-backward input=Append(lstm2-forward, lstm2-
backward) delay=3 $lstm opts

fast-lstmp-layer name=lstm4-forward input=Append (lstm3-forward, lstm3-
backward) delay=-4 Slstm opts

fast-lstmp-layer name=lstmi4-backward input=Append(lstm3-forward, lstm3-
backward) delay=4 $lstm opts

output-layer name=output output-delay=$label delay dim=$num targets max-
change=2.1

steps/nnet3/train rnn.py --stage=S$train stage \
--cmd="$decode cmd" \
--feat.online-ivector-dir=$train ivector dir \
--feat.cmvn-opts="--norm-means=false —--norm-vars=false" \
--trainer.srand=$srand \
--trainer.num-epochs=$num _epochs \
--trainer.samples-per-iter=S$samples per iter \
--trainer.optimization.num-jobs-final=1 \
--trainer.optimization.initial-effective-lrate=$initial effective lrate \
--trainer.optimization.final-effective-lrate=$final effective lrate \
--trainer.optimization.shrink-value 1.386 \
--trainer.rnn.num-chunk-per-minibatch=$num chunk per minibatch \
--trainer.optimization.momentum=$momentum \
--egs.opts " --nj 3 " \
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--egs.chunk-width=$chunk width \
--egs.chunk-left-context=$chunk left context \
--egs.chunk-right-context=%chunk right context \
--egs.chunk-left-context-initial=0 \
--egs.chunk-right-context-final=0 \
--egs.dir="$common egs dir" \
--cleanup.remove-egs=$remove egs \
--cleanup.preserve-model-interval=140 \
--use-gpu=no \

--feat-dir=$train data dir \
--ali-dir=$ali dir \

--lang=data/lang \

—-—-dir=$dir || exit 1;

# —---> DNN
relu dim=1050
relu-renorm-layer name=tdnnl dim=1748
relu-renorm-layer name=tdnn2 dim=1748 input=Append(-1,2
relu-renorm-layer name=tdnn3 dim=1748 input=Append(-3,3
relu-renorm-layer name=tdnn4 dim=1748 input=Append(-3,3
relu-renorm-layer name=tdnnb5 dim=1748 input=Append(-3,3
relu-renorm-layer name=tdnn6 dim=1748 input=Append(-3,3
relu-renorm-layer name=tdnn7 dim=1748 input=Append(-7,2
relu-renorm-layer name=tdnn8 dim=1748
output-layer name=output dim=$num targets max-change=2.1
steps/nnet3/train dnn.py --stage=Strain stage \
--cmd="$decode _cmd" \
--feat.online-ivector-dir ${train ivector dir} \
--feat.cmvn-opts="--norm-means=false --norm-vars=false" \
--trainer.num-epochs 4 \
--trainer.optimization.num-jobs-final 1 \
--trainer.optimization.initial-effective-lrate 0.2057 \
--trainer.optimization.final-effective-lrate 0.02057 \
--egs.dir "Scommon egs dir" \
--egs.stage "Segs stage" \
--cleanup.remove-egs S$remove egs \
--cleanup.preserve-model-interval 70 \
--feat-dir=$train data dir \
--ali-dir $ali dir \
--lang data/lang \
--use-gpu=no \

--dir=$dir || exit 1;

steps/nnet3/decode.sh --nj $nj --cmd "S$decode cmd" --acwt 1.4 --post-decode-
acwt 14.0 --scoring-opts "--min-lmwt 7 " --num-threads $num threads --
online-ivector-dir exp/nnet3${nnet3 affix}/ivectors test hires
S{graph dir} data/test hires ${dir}/decode test || exit 1

# —-—-> RNN+HMM

min seg len=2.17

chunk left context=56

chunk right context=10

label delay=7

xent regularize=0.14

extra left context=70

extra right context=30

frames per chunk=210

fast-lstmp-layer name=lstml cell-dim=1024 recurrent-projection-dim=256 non-
recurrent-projection-dim=256 delay=-7
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fast-lstmp-layer name=lstm2 cell-dim=1024 recurrent-projection-dim=256 non-
recurrent-projection-dim=256 delay=-7

fast-lstmp-layer name=1lstm3 cell-dim=1024 recurrent-projection-dim=256 non-
recurrent-projection-dim=256 delay=-7

fast-lstmp-layer name=lstm4 cell-dim=1024 recurrent-projection-dim=256 non-
recurrent-projection-dim=256 delay=-7

output-layer name=output input=lstm4 output-delay=$label delay include-log-
softmax=false dim=$num targets max-change=2.1

output-layer name=output-xent input=lstmd4 output-delay=$label delay
dim=$num_ targets learning-rate-factor=$Slearning rate factor max-
change=2.1

steps/nnet3/chain/train.py --stage S$train stage \
--cmd "$decode cmd" \
--feat.online-ivector-dir $train ivector dir \
--feat.cmvn-opts "--norm-means=false —--norm-vars=false" \
--chain.xent-regularize $xent regqularize \
--chain.leaky-hmm-coefficient 0.14 \
--chain.l2-regularize 0.00605 \
--chain.apply-deriv-weights false \
--chain.lm-opts="--num-extra-lm-states=2800" \
--egs.dir "$common egs dir" \
--egs.opts "--frames-overlap-per-eg 0" \
--egs.chunk-width "S$frames per chunk" \
--egs.chunk-left-context "$chunk left context" \
--egs.chunk-right-context "S$chunk right context" \
--trainer.num-chunk-per-minibatch 256 \
--trainer.frames-per—-iter 2100000 \
--trainer.max-param-change 2.8 \
--trainer.num-epochs 5 \
--trainer.deriv-truncate-margin 14 \

-—trainer.
-—trainer.
-—-trainer.
-—-trainer.
-—trainer.

optimization
optimization
optimization
optimization
optimization

.shrink-value 1.386 \
.num-jobs-final 1 \
.initial-effective-lrate 0.121 \
.final-effective-lrate 0.0121 \
.momentum 0.0 \

--cleanup.remove-egs true \

--feat-dir $train data dir \

-—tree-dir S$tree dir \

--lat-dir $lat dir \

--dir S$dir
utils/mkgraph.sh --self-loop-scale 1.4 data/lang $dir $dir/graph
steps/nnet3/decode.sh --num-threads 1 --nj $decode nj --cmd "Sdecode cmd" \

--acwt 1.4 --post-decode-acwt 14.0 \

--extra-left-context Sextra left context \

--extra-right-context S$extra right context \

--frames-per-chunk "$frames per chunk" \

--online-ivector-dir exp/nnet3${nnet3 affix}/ivectors ${dset} hires \

--scoring-opts "--min-lmwt 7 " \

$dir/graph data/${dset} hires S$dir/decode S${dset} || exit 1;
# —---> DNN+HMM
min_seg len=2.17
xent regularize=0.14
relu-renorm-layer name=tdnnl dim=630
relu-renorm-layer name=tdnn2 input=Append(-1,0,1) dim=630
relu-renorm-layer name=tdnn3 input=Append(-1,0,1,2) dim=630
relu-renorm-layer name=tdnn4 input=Append(-3,0,3) dim=630
relu-renorm-layer name=tdnnb input=Append(-3,0,3) dim=630
relu-renorm-layer name=tdnn6 input=Append(-3,0,3) dim=630
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relu-renorm-layer name=tdnn7 input=Append(-3,0,3) dim=630
relu-renorm-layer name=tdnn8 input=Append(-6,-3,0) dim=630
relu-renorm-layer name=prefinal-chain input=tdnn8 dim=630 target-rms=0.7
output-layer name=output include-log-softmax=false dim=$num targets max-
change=2.1
relu-renorm-layer name=prefinal-xent input=tdnn8 dim=630 target-rms=0.7
output-layer name=output-xent dim=$num targets learning-rate-
factor=$learning rate factor max-change=2.1
steps/nnet3/chain/train.py --stage S$train stage \
--cmd "$decode cmd" \
--feat.online-ivector-dir $train ivector dir \
--feat.cmvn-opts "--norm-means=false —--norm-vars=false" \
--chain.xent-regularize S$xent regularize \
--chain.leaky-hmm-coefficient 0.14 \
--chain.l2-regularize 0.00605 \
--chain.apply-deriv-weights false \

--chain.lm-opts="--num-extra-lm-states=2800" \
--egs.dir "Scommon egs dir" \
--egs.opts "--frames-overlap-per-eg 0" \

--egs.chunk-width 210 \
--trainer.num-chunk-per-minibatch 256 \
--trainer.frames-per—-iter 2100000 \
--trainer.num-epochs 5 \
--trainer.optimization.num-jobs-final 1 \
--trainer.optimization.initial-effective-lrate 0.121 \
--trainer.optimization.final-effective-lrate 0.0121 \
--trainer.max-param-change 2.8 \
--cleanup.remove-egs true \
--feat-dir S$train data dir \
--tree-dir S$tree dir \
--lat-dir $lat dir \
--dir S$dir
utils/mkgraph.sh --self-loop-scale 1.4 data/lang $dir $dir/graph
steps/nnet3/decode.sh --num-threads 1 --nj S$decode nj --cmd "$decode cmd" \
--acwt 1.4 --post-decode-acwt 14.0 \
--online-ivector-dir exp/nnet3${nnet3 affix}/ivectors ${dset} hires \
--scoring-opts "--min-lmwt 7 " \
$dir/graph data/${dset} hires $dir/decode ${dset} || exit 1;

O quadro abaixo apresenta as alteracfes realizadas na configuracdo padrdo, gerando a

configuracéo de ID 10 para a biblioteca Kaldi.

Im order=4

steps/train deltas.sh --cmd "$train cmd" 5400 72000 data/train data/lang
exp/mono0a _ali exp/tril || exit 1;

steps/train deltas.sh --cmd "S$train cmd" 9000 108000 data/train data/lang
exp/tril ali exp/tri2a || exit 1;

steps/train lda mllt.sh --cmd "$train cmd" --splice-opts "--left-context=9 --
right-context=9" 11700 135000 data/train data/lang exp/tri2a ali
exp/tri2b || exit 1;

steps/train sat.sh --cmd "S$train cmd" 13500 180000 data/train data/lang
exp/tri2b ali exp/tri3b || exit 1;

steps/decode fmllr.sh --cmd "$decode cmd" --nj $nj --num-threads 5
exp/tri3b/graph data/test exp/tri3b/decode || exit 1;

# REDES NEURAIS

# —---> Ivector
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min seg len=2.79
steps/train lda mllt.sh --cmd "$train cmd" --num-iters 12 --mllt-iters "5 7 9"
—--splice-opts "--left-context=6 --right-context=6" 5400 18000
Stemp data root/${train set} hires data/lang Sgmm dir
exp/nnet3${nnet3 affix}/trib5
steps/online/nnet2/train diag ubm.sh --cmd "$train cmd" --nj S$Snj --num-frames
400840 --num-threads $num_ threads ubm
S${temp data root}/${train set} sp hires subset 292
exp/nnet3${nnet3 affix}/trib5 exp/nnet3${nnet3 affix}/diag ubm
utils/data/modify speaker info.sh --utts-per-spk-max 5
data/${train set} sp hires comb
${temp data root}/S{train set} sp hires comb max2

# —-——-> RNN

cell dim=4096

hidden dim=4096

recurrent projection dim=512

non recurrent projection dim=512

chunk width=36

chunk left context=72

chunk right context=72

num_epochs=10

initial effective lrate=0.0543

final effective lrate=0.00543

momentum=0.9

num_chunk per minibatch=180

samples per iter=36000

extra left context=90

extra right context=90

lstm opts="decay-time=36 cell-dim=Scell dim"

fast-lstmp-layer name=lstml-forward input=lda delay=-1 $lstm opts

fast-lstmp-layer name=lstml-backward input=lda delay=1 $lstm opts

fast-lstmp-layer name=lstm2-forward input=Append(lstml-forward, lstml-
backward) delay=-2 $lstm opts

fast-lstmp-layer name=lstm2-backward input=Append (lstml-forward, lstml-
backward) delay=2 $lstm opts

fast-lstmp-layer name=lstm3-forward input=Append (lstm2-forward, lstm2-
backward) delay=-3 $lstm opts

fast-lstmp-layer name=lstm3-backward input=Append(lstm2-forward, lstm2-
backward) delay=3 $lstm opts

fast-lstmp-layer name=lstm4-forward input=Append (lstm3-forward, lstm3-
backward) delay=-4 Slstm opts

fast-lstmp-layer name=lstmé4-backward input=Append(lstm3-forward, lstm3-
backward) delay=4 $lstm opts

fast-lstmp-layer name=lstmbS-forward input=Append(lstm4-forward, lstméd-
backward) delay=-5 Slstm opts

fast-lstmp-layer name=lstmbS-backward input=Append (lstm4-forward, lstméd-
backward) delay=5 $lstm opts

output-layer name=output output-delay=S$label delay dim=$num targets max-
change=2.7

steps/nnet3/train rnn.py --stage=S$train stage \
--cmd="$decode cmd" \
--feat.online-ivector-dir=$train ivector dir \
--feat.cmvn-opts="--norm-means=false —--norm-vars=false" \
-—-trainer.srand=$srand \
--trainer.num-epochs=$num _epochs \
--trainer.samples-per-iter=S$samples per iter \
--trainer.optimization.num-jobs-final=1 \
--trainer.optimization.initial-effective-lrate=$initial effective lrate \
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--trainer.optimization.final-effective-lrate=$final effective lrate \
--trainer.optimization.shrink-value 1.782 \
--trainer.rnn.num-chunk-per-minibatch=$num chunk per minibatch \
--trainer.optimization.momentum=$momentum \

--egs.opts " --nj 3 " \

--egs.chunk-width=$chunk width \
--egs.chunk-left-context=$chunk left context \
--egs.chunk-right-context=%chunk right context \
--egs.chunk-left-context-initial=0 \
--egs.chunk-right-context-final=0 \

--egs.dir="$common egs dir" \

--cleanup.remove-egs=$remove egs \
--cleanup.preserve-model-interval=180 \

--use-gpu=no \

--feat-dir=$train data dir \

--ali-dir=$ali dir \

--lang=data/lang \

—-—-dir=$dir || exit 1;

# —---> DNN

relu dim=1350

relu-renorm-layer name=tdnnl dim=2246

relu-renorm-layer name=tdnn2 dim=2246 input=Append(-1,2)

relu-renorm-layer name=tdnn3 dim=2246 input=Append (-3, 3)

relu-renorm-layer name=tdnn4 dim=2246 input=Append (-3, 3)

relu-renorm-layer name=tdnnb5 dim=2746 input=Append (-3, 3)
(-3,3)
(=3,3)
(=7,2)

4

4

relu-renorm-layer name=tdnn6t dim=2746 input=Append
relu-renorm-layer name=tdnn7 dim=2746 input=Append
relu-renorm-layer name=tdnn8 dim=2246 input=Append
relu-renorm-layer name=tdnn9 dim=2246
output-layer name=output dim=$num targets max-change=2.7
steps/nnet3/train dnn.py --stage=S$train stage \
--cmd="$decode_cmd" \
--feat.online-ivector-dir ${train ivector dir} \
--feat.cmvn-opts="--norm-means=false —--norm-vars=false" \
--trainer.num-epochs 5 \
--trainer.optimization.num-jobs-final 1 \
-—-trainer.optimization.initial-effective-lrate 0.3077 \
-—-trainer.optimization.final-effective-lrate 0.03077 \
--egs.dir "Scommon egs dir" \
--egs.stage "Segs stage" \
--cleanup.remove-egs S$remove_ egs \
--cleanup.preserve-model-interval 90 \
--feat-dir=$train data dir \
--ali-dir $ali dir \
--lang data/lang \
--use-gpu=no \

14

4

4

-—-dir=$dir || exit 1;

steps/nnet3/decode.sh --nj $nj --cmd "S$decode cmd" --acwt 1.8 --post-decode-
acwt 18.0 --scoring-opts "--min-lmwt 9 " --num-threads $num threads --
online-ivector-dir exp/nnet3${nnet3 affix}/ivectors test hires
S{graph dir} data/test hires ${dir}/decode test || exit 1

# —-—-> RNN+HMM

min_seg len=2.79

chunk left context=72
chunk right context=20
label delay=9

xent regularize=0.18
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extra left context=90

extra right context=40

frames per chunk=270

fast-lstmp-layer name=1lstml cell-dim=2048 recurrent-projection-dim=512 non-
recurrent-projection-dim=512 delay=-9

fast-lstmp-layer name=lstm2 cell-dim=2048 recurrent-projection-dim=512 non-
recurrent-projection-dim=512 delay=-9

fast-lstmp-layer name=1lstm3 cell-dim=2048 recurrent-projection-dim=512 non-
recurrent-projection-dim=512 delay=-9

fast-lstmp-layer name=lstm4 cell-dim=2048 recurrent-projection-dim=512 non-
recurrent-projection-dim=512 delay=-9

fast-lstmp-layer name=lstmb cell-dim=2048 recurrent-projection-dim=512 non-
recurrent-projection-dim=512 delay=-9

output-layer name=output input=lstm5 output-delay=$label delay include-log-
softmax=false dim=$num targets max-change=2.7

output-layer name=output-xent input=lstm5 output-delay=$label delay
dim=$num_ targets learning-rate-factor=$learning rate factor max-
change=2.7

steps/nnet3/chain/train.py --stage $train stage \
--cmd "$decode cmd" \
--feat.online-ivector-dir $train ivector dir \
--feat.cmvn-opts "--norm-means=false —--norm-vars=false" \
--chain.xent-regularize S$xent regularize \
--chain.leaky-hmm-coefficient 0.18 \
--chain.l2-regularize 0.00905 \
--chain.apply-deriv-weights false \

--chain.lm-opts="--num-extra-lm-states=3600" \
--egs.dir "Scommon egs dir" \
--egs.opts "--frames-overlap-per-eg 0" \

--egs.chunk-width "$frames per chunk" \
--egs.chunk-left-context "S$Schunk left context" \
--egs.chunk-right-context "S$chunk right context" \
--trainer.num-chunk-per-minibatch 512 \
--trainer.frames-per-iter 2700000 \
--trainer.max-param-change 3.6 \
--trainer.num-epochs 7 \
--trainer.deriv-truncate-margin 18 \
--trainer.optimization.shrink-value 1.782 \
--trainer.optimization.num-jobs-final 1 \
--trainer.optimization.initial-effective-lrate 0.181 \
--trainer.optimization.final-effective-lrate 0.0181 \
--trainer.optimization.momentum 0.0 \
--cleanup.remove-egs true \
--feat-dir S$train data dir \
--tree-dir S$tree dir \
--lat-dir $lat dir \
--dir S$dir
utils/mkgraph.sh --self-loop-scale 1.8 data/lang $dir $dir/graph
steps/nnet3/decode.sh --num-threads 1 --nj S$decode nj --cmd "$decode cmd" \
--—acwt 1.8 --post-decode-acwt 18.0 \
--extra-left-context Sextra left context \
--extra-right-context S$extra right context \
--frames-per-chunk "$frames per chunk" \
--online-ivector-dir exp/nnet3${nnet3 affix}/ivectors ${dset} hires \

--scoring-opts "--min-lmwt 9 " \
$dir/graph data/${dset} hires $dir/decode ${dset} || exit 1;
# ——-> DNN+HMM

min seg len=2.79
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xent regularize=0.18
relu-renorm-layer name=tdnnl dim=810

relu-renorm-layer name=tdnn2 input=Append(-1,0,1) dim=810
relu-renorm-layer name=tdnn3 input=Append(-1,0,1,2) dim=810
relu-renorm-layer name=tdnn4 input=Append(-3,0,3) dim=810
relu-renorm-layer name=tdnnb5 input=Append(-3,0,3) dim=810
relu-renorm-layer name=tdnn6 input=Append(-3,0,3) dim=810
relu-renorm-layer name=tdnn7 input=Append(-3,0,3) dim=810
relu-renorm-layer name=tdnn8 input=Append(-3,0,3) dim=810
relu-renorm-layer name=tdnn9 input=Append(-3,0,3) dim=810

relu-renorm-layer name=tdnnlO input=Append(-6,-3,0) dim=810
relu-renorm-layer name=prefinal-chain input=tdnnl0 dim=810 target-rms=0.9
output-layer name=output include-log-softmax=false dim=$num targets max-
change=2.7
relu-renorm-layer name=prefinal-xent input=tdnnl0 dim=810 target-rms=0.9
output-layer name=output-xent dim=$num targets learning-rate-
factor=$learning rate factor max-change=2.7
steps/nnet3/chain/train.py --stage $train stage \
--cmd "$decode cmd" \
--feat.online-ivector-dir $train ivector dir \
--feat.cmvn-opts "--norm-means=false —--norm-vars=false" \
--chain.xent-regularize $xent regqularize \
--chain.leaky-hmm-coefficient 0.18 \
--chain.l2-regularize 0.00905 \
--chain.apply-deriv-weights false \

--chain.lm-opts="--num-extra-lm-states=3600" \
--egs.dir "$common egs dir" \
--egs.opts "--frames-overlap-per-eg 0" \

--egs.chunk-width 270 \
--trainer.num-chunk-per-minibatch 512 \
--trainer.frames-per—-iter 2700000 \
--trainer.num-epochs 7 \
--trainer.optimization.num-jobs-final 1 \
--trainer.optimization.initial-effective-lrate 0.181 \
--trainer.optimization.final-effective-lrate 0.0181 \
--trainer.max-param-change 3.6 \
--cleanup.remove-egs true \
--feat-dir S$train data dir \
-—tree-dir S$tree dir \
--lat-dir $lat dir \
--dir S$dir
utils/mkgraph.sh --self-loop-scale 1.8 data/lang $dir $dir/graph
steps/nnet3/decode.sh --num-threads 1 --nj S$decode nj --cmd "$decode cmd" \
--acwt 1.8 --post-decode-acwt 18.0 \
--online-ivector-dir exp/nnet3${nnet3 affix}/ivectors ${dset} hires \
--scoring-opts "--min-lmwt 9 " \
$dir/graph data/${dset} hires $dir/decode ${dset} || exit 1;
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APENDICE E - DEMAIS TIPOS DA BIBLIOTECA HTK

O quadro abaixo apresenta os valores obtidos pelos demais tipos da biblioteca HTK para o

corpus LaPS Benchmark.

ID Tipo WER SER

1 HVite (trifone) 99,02% 100%
1 HLRescore (3-grama) 94,95% 100%
2 HVite (trifone) 98,37% 100%
2 HLRescore (3-grama) 92,02% 100%
3 HVite (trifone) 97,88% 100%
3 HLRescore (3-grama) 93,65% 100%
4 HVite (trifone) 98,05% 100%
4 HLRescore (3-grama) 92,51% 100%
5 HVite (trifone) 98,05% 100%
5 HLRescore (3-grama) 93,49% 100%
6 HVite (trifone) 98,37% 100%
6 HLRescore (3-grama) 95,60% 100%
7 HVite (trifone) 98,53% 100%
7 HLRescore (3-grama) 93,316% 100%
8 HVite (trifone) 98,53% 100%
8 HLRescore (3-grama) 92,83% 100%
9 HVite (trifone) 98,37% 100%
9 HLRescore (3-grama) 92,83% 100%
10 HVite (trifone) 97,56% 100%
10 HLRescore (3-grama) 92,18% 100%

O quadro abaixo apresenta os valores obtidos pelos demais tipos da biblioteca HTK para o

corpus Constituicdo Federal.

ID Tipo WER SER

1 HVite (trifone) 97,02% 100%
1 HLRescore (3-grama) 92,08% 100%
2 HVite (trifone) 96,96% 100%
2 HLRescore (3-grama) 89,98% 100%
3 HVite (trifone) 96,38% 100%
3 HLRescore (3-grama) 86,51% 100%
4 HVite (trifone) 96,34% 100%
4 HLRescore (3-grama) 86,74% 100%
5 HVite (trifone) 96,04% 100%
5 HLRescore (3-grama) 85,42% 100%
6 HVite (trifone) 98,43% 100%
6 HLRescore (3-grama) 93,93% 100%
7 HVite (trifone) 97,13% 100%
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7 HLRescore (3-grama) 89,20% 100%
8 HVite (trifone) 96,13% 100%
8 HLRescore (3-grama) 84,45% 100%
9 HVite (trifone) 95,97% 100%
9 HLRescore (3-grama) 82,86% 100%
10 HVite (trifone) 97,16% 100%
10 HLRescore (3-grama) 84,45% 100%
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APENDICE F — DEMAIS TIPOS DA BIBLIOTECA KALDI

O quadro abaixo apresenta os valores obtidos pelos demais tipos da biblioteca Kaldi para o

corpus LaPS Benchmark.

ID Tipo WER SER

1 RNN 96,42% 100%

1 MLP-HMM 99,67% 100%
1 RNN-HMM 73,62% 98,33%
2 MLP 46,09% 96,67%
2 MLP-HMM 4,89% 28,33%
2 RNN-HMM 6,68% 36,67%
3 MLP 58,63% 98,33%
3 MLP-HMM 7,49% 36,67%
3 RNN-HMM 8,96% 41,67%
4 MLP 64,66% 96,67%
4 MLP-HMM 12,70% 53,33%
4 RNN-HMM 100% 100%
5 N/A N/A N/A

5 N/A N/A N/A

5 N/A N/A N/A

6 monoOa 7,17% 38,33%
6 tril 6,03% 38,33%
6 tri2a 8,31% 46,67%
6 tri2b 7% 46,67%
7 tril 8,31% 40%

7 trica 7,98% 38,33%
7 trizb 8,14% 50%

7 tridb 8,14% 46,67%
8 mono0a 6,84% 36,67%
8 tri2a 7,17% 40%

8 tri2b 11,89% 61,67%
8 tri3b 7,82% 45%

9 monoOa 6,84% 36,67%
9 tri2a 5,54% 36,67%
9 tri2b 12,05% 51,67%
9 tri3b 6,68% 41,67%
10 monoOa 6,84% 36,67%
10 trica 7,33% 41,67%
10 trizb 12,05% 60%

10 tri3b 9,61% 50%

O quadro abaixo apresenta os valores obtidos pelos demais tipos da biblioteca Kaldi para o

corpus Constituicdo Federal.




144

ID Tipo WER SER

1 RNN 6,12% 88,89%
1 MLP-HMM 72,78% 100%

1 RNN-HMM 2,22% 61,11%
2 MLP 5,17% 80,16%
2 MLP-HMM 1,06% 40,48%
2 RNN-HMM 1,24% 46,03%
3 MLP 7,68% 90,48%
3 MLP-HMM 1,22% 43,65%
3 RNN-HMM 1,19% 46,03%
4 N/A N/A N/A

4 N/A N/A N/A

4 N/A N/A N/A

5 N/A N/A N/A

5 N/A N/A N/A

5 N/A N/A N/A

6 mono0a 3,65% 79,37%
6 tril 1,95% 53,97%
6 tri2a 1,67% 46,83%
6 trizb 1,64% 50,79%
7 monoOa 3,65% 79,37%
7 trica 1,75% 47,62%
7 tri2b 2,04% 53,17%
7 tridb 2,02% 53,97%
8 mono0a 2,33% 66,67%
8 tri2a 1,68% 46,03%
8 trizb 2,81% 65,87%
8 tridb 2,77% 60,32%
9 mono0a 2,33% 68,25%
9 tri2a 2,01% 50,79%
9 tri2b 3,73% 76,19%
9 tridb 3,94% 73,81%
10 monoOa 2,13% 65,08%
10 trica 2,15% 55,56%
10 tri2b 4,82% 76,98%
10 tridb 4,76% 72,22%




